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Abstract. This paper investigates users’ preferred intevact
modalities when playing an imitation game with KAS® a

small child-sized humanoid robot. The study invdi\is adult

participants teaching the robot to mime a nursbyyne via one
of three interaction modalities in a real-time HumRobot

Interaction (HRI) experiment: voice, guiding touchdavisual

demonstration. The findings suggest that the uappeared to
have no preference in terms of human effort for gleting the

task. However, there was a significant differennehuman

enjoyment preferences of input modality and a nmailgi
difference in the robot's perceived ability to iati.

1INTRODUCTION

Humans often use multi-modal interaction in
communication and frequently use speech, physiestuge, and
eye gaze when communicating with each other. Intraef
people do not usually interact with machines in sahene way
they interact with other humans. For example, wiveropen the
fridge door in the morning, we do not usually gréeas we
would another person.

With the recent advances in technology, it is nowtey
common for people to speak to some machines. High-e
consumer products such as smartphones and tabletsehough
computing power to capture human speech and ttaenislanto
text commands. This allows people to use theirevéicinteract
with the applications running on the device. Tleishinology has
given rise to digital virtual assistants such as:[$] on the iOS
platform, Google Now [2] on the Android platforrmdaCortana
[3] on the Windows platform. These systems enalelepfe to
get information simply by asking the device. Foramwple,
asking what the weather will be like, or when gHti will leave.
Language learning programs, such as Duolingo [4jmnpt users
to say sentences and use a voice to text translatiethod to
accept their answer.

Traditionally robots have been associated withdides for
building products such as cars. However, robots o/
increasingly being used in a number of applicaoeas where
people can interact with them in a more natural ,\waysome
ways similar to how they would interact with livingeatures,
such as indicated in the survey by Leite et al. Fgjr example,
Pleo [6] changes its behaviour depending on how uker
interacts with it, and Fernaeus et al. [7] usetbitearn how
people play with a robotic animal. KASPAR, a childes
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humanoid robot, has primarily been developed asdiator to
interact with children with autism in order to encage basic
communication and social interaction skills [8].eThonsumer
and research robot NAO [9] has been programmedifiorhany
tasks, one of which is as a companion robot (sea¢tddhahn
[10]) such as used in the research by Baxter ¢t H.

Since Sheridan [12] first associated Human-Robaréution
(HRI) with teleoperation of factory robotic platfosm HRI
research has extended into a number of differesgareh areas
(Goodrich and Schultz [13]). One of the areas oftipaar
interest in recent years is multi-modal interfafirsmulti-modal
interactions. Stiefelhagen et al. [14] suggested thulti-modal
interfaces are required to facilitate natural iattion. When
humans are interacting with machines that have souamsan-
like characteristics, they have a tendency to aptthmorphise
with the machine and communicate in ways similahtonan-
human communication [15]. One of the objectivedH&¥l is to
make human-robot interaction easier, more intuitwel more
user friendly. By providing a multi-modal interfagdgemay help
keep the users engaged and interact with thenmiora familiar
manner, similar in some ways to which they mayraxe with
other humans.

Although interactive multi-modal systems have satiginct
advantages, developing such systems poses manieraes.
According to Turk [16], the performance of a muiltedal
system depends on each unimodal technology. Cwreatth
modality has its own ongoing progress as an aatbgearch
field. For example, a survey by Argall and Billardi7] lists
research that solely focuses on investigating #wtilé input
modality.

Developing multi-modal interactive systems requiras
substantial amount of computing power and robutggiration
algorithms. The integration algorithm of the rolsosensing
system needs to make decisions in real-time on hwimput to
consider for giving an appropriate response opadfirough the
robot’s actuators. The system has to be powerfalugh to
process different inputs such as visual, audio, gasture cues.
Integrating these social queues to flow naturditlptighout the
interaction session will also consume additionabcpssing
power. Providing a robust input modality and fusforintegrate
all input data is a technically challenging taskariyt hours of
work would need to be devoted just to prepare tiotr for a
relatively simple task. This is one of the reastired some HRI
studies use Wizard-of-Oz [18] approaches to runegments.
By using these approaches, limitations on the telclgy can be
set aside and replaced by behind-the-scene carsabd produce
behaviour for the robot which is perceived by useas
autonomous.

The challenge of creating a multi-modal interactiebotic
system has inspired the research in the curremty stthich
investigates users’ preferences of input modalitgrvproviding



information to a robot. The study was designedsio asers to
experience three different modalities whilst deling the same
instructions to the robot.

2 RELATED WORK

The study took related research in Human-Computerdntion
(HCI) into consideration. As suggested by Kiesled atinds
[19], and Breazeal [20], existing work in HCI offerich
resources and inspiration for research in HRI.

The experiment “Put That There” by Bolt [21] is wige
considered a pioneering demonstration that firsiwsgd the
value and opportunity of multi-modal interfaces ouai-modal
interfaces in HCI. The experiment was conductedgusipeech
and gesture as command channels to draw a map.

The multi-modal interface raised a question of wtika
system is capable of multi-modal interactions, wfle users
utilise the ability to interact multi-modally? Otia[22]
discussed ten myths about multi-modal interactibat tgive
useful guidance to researchers building multi-mayatems. He
stated that with multi-modally capable systems,rsaigend to
switch between uni-modal and multi-modal interactiaith the
multi-modal interactions being the most predictatilased on
the type of action being performed. In a previouwsiyg Oviatt et
al. [23] found that 86% of the time participantedisnulti-modal

commands when navigating a map in order to mova, ad

modify, or calculate the distance between objed&r

performing tasks that require no navigation of miw@p, such as
printing the map, the participants interacted ramidally less
than 1% of the time.

Later, Oviatt et al. [24] conducted an experimesing a
Wizard-of-Oz approach, and concluded that the dognioad of
the task will drive the users’ preference towarittseg uni-modal
or multi-modal interaction. Tasks with higher diffity will
often cause the users to utilize the multi-modadityhe system.
With repetitive tasks, users would initially comnizate multi-
modally. Once the tasks became more familiar they tended
to prefer one particular interaction modality folimes more
often than interacting multi-modally.

Schussel et al. [25] experimented using speechugesand
touch in multi-modal interactions to select graphicons on a
computer monitor. This experiment was also condlateng the
Wizard-of-Oz approach and measured what modality used
and combined by the users to complete the task. oMeeall
results of the modalities used were: touch (63.2%peech
(21.6%), gesture (11.2%), speech+gesture (3.6%gcsp-touch
(0.5%). None of the participants used speech+gestouch at
the same time.

Carbini et al. [26] observed users’' preferencesusing a
story telling game. Each user was given a taskoimpose a
coherent story from a set of objects on a commaeen. It was
found that children could easily interact usingesgeand gesture
as compared to adults. The results of the full sitavere:
gesture (45%), speech (5%), gesture+speech (50%).

questions asked in this survey was the preferrethadeof
communicating with a service robot to take carelothes on a
couch, or when the robot is to inform the user thattask has
been completed. The results showed that speechthgasost
preferred interaction modality (82%), followed kyuth screen
(63%), gestures (51%), and typing commands (45%jvever,
the results of this study are limited because thevey was
conducted by asking participants to complete a toprewire
without the participants having interacted withaatual robot.

Salem et al. [28] conducted research to compare the
preference of modality in HRI. In contrast to therreat
research, they investigated the output side ofntlgti-modal
interface. They examined the perceptions of usegarding a
robot when the robot provides information to themban uni-
modally (voice only) and multi-modally (voice anésgure). It
was found that the robot was evaluated more pejtiif it
displayed non-verbal behaviours, such as hand andjestures
along with speech, even if they do not semanticaibtch the
spoken utterances.

Humphrey and Adams [29] also conducted a studyaeleto
our current research, by measuring users’ preferefar
visualising a tele-operated robot's compass. Theypared two
different compass visualisations: top-down and dwatigned.
The top-down visualisation received higher prefeegibut there
was no significant difference to the world-alignasualisation

3THE STUDY

The study presented in this paper builds on two nmai
observations from the related work discussed abdweh are:

1. As described in [24], simple task interactionn che
conducted sufficiently using a uni-modal systenyonl

2. Previous research established significant diffees of
modality preference one over another and the maseped
modality also differed ([25], [26], and [27]).

Those considerations above come from the HCI rekearc
domain where humans interact with computers. Thidysputs
them in HRI perspective, where humans interact wathots, to
see whether they can be applicable to the HRI damain

Based on the first observation (1), our researclestigated
further the modality comparison by conducting apeziment
that asked users to do a simple-task, comparingutfieg of
specific and different modalities in different sess. Based on
the second consideration (2), the study also eteduavhich
modality was most preferred.

This research aimed toward developing an autonomous
humanoid robot that can perform a real-time muilbieial
interaction. The developed system provides the hibiyato
detect voice commands, and interprets gesturestarah. All
processes run in parallel in real-time. In the wsion section,
this paper presents the comparison of user prefesefor the
three input channel modalities when instructing tbbot to
move its arms.

The basic idea of the experiment for the researels to

All of the research cited above was conducted inl HCdevelop a robot that can be taught to dance foligwhusic.

domains, where the users interacted with computéis.current
research is focused on the interaction between hsnand
robots. Presented below are some studies that are cdosely
related to research in HRI.

Research by Khan [27] surveyed 134 respondents dbeint
preferred interaction modalities with a robot. Ooé the

This idea was limited in the required capabilityoirder to match
the robot's physical limitations in speed of movemeThe
dance was changed to a simple mime task, and ttséc mias
limited to a single nursery rhyme. With these clemgthe
experiment became teaching the robot to mime faligwa
nursery rhyme. The robot could be instructed to enits arms



using voice commands, by the users' gestures, apthysically
guiding the arms.

The experiment was run non-intrusively so thatukers did
not need to use gloves or markers. The users asootl have to
wear a microphone or headphone. The voice commygsteérs
used a speaker-independent system so it did na havbe
trained prior to the experiment.

4 EXPERIMENT SETUP

This section describes the experimental setuphferstudy. The
study was approved by the University of Hertfordshitthics
Committee under protocol number a1213/10.

Figure 1. KASPAR Robot

4.1 The Robot

This research uses KASPAR [25], a child-alike hunidmobot
(shown in Figure 1). It has 17 Degrees of FreedbwF§) and
has an internal PC to run the robot autonomouslg.rébot uses
eSpeak [30] text-to-speech engine for speaking.
Higher Level
Controller Controller

Independent
Compliance
Controller

Figure 2. Compliance Mechanism

For the study, a program was developed to featuserao
compliance system. The block diagram of the compbasystem
is shown in Figure 2. It has a controller that nuees the servos’
torque values. This measurement is used to allevsditware to
detect whether the arms are being moved by anreftéarce. It
will then adjust the servos’ positions to complytwihe external

force. With this feature, users can move KASPAR'snar
without breaking the servos. This controller woirkdependently
and can override any arm movement commands serthdy
higher level controller.

In the current implementation, there was a timeyléh the
compliance controller’'s loop path introduced by tmerdware
interface. This made the control bandwidth of teeves only
achieve 1 Hz, which is lower than the human foroatwl
bandwidth which is around 20 Hz [31]. This made #rens
slightly stiff to move.

The system used an additional external PC besidmtimmal
PC. The PC’s communicated using TCP/IP through aerk¢t
connection. The robot was built to have a WiFi eution as
well but this wireless connection was never used the
experiment because of the latency in data tran&miss

External PC
Internal PC

GUI
Contoller

Figure 3. System Architecture

The external PC runs the high demand processes,asuttte
gesture detection and speech recognition. The babhitecture
of the system can be seen in Figure 3. The GUIrobet runs
on the external PC and sends commands to the ihtedo
control the robot. The robot has several force iseasesistor
(FSR) sensors to detect touches. They are locatéxbtbnpalms
and on the upper arms. This research did not cesthe
participants on where they could touch the roboénvimoving
its arms. During the experiment, the system onlgdushe
compliance system mentioned above to allow theqgisants to
move the robot’s arms physically.

4.2 Sensors

KASPAR was equipped with sensors to provide theofalhg
input modalities: (i) voice command, (ii) gestuaed (iii) touch.
The developed system uses the Microsoft speechgmézm
engine. With non-intrusive interaction in mind, testem uses a
directional microphone to listen to the user's weoicThe
microphone location was adjusted so the sound apifninm the
robot (voice and mechanical servo movements) wsslikely to
disturb the user’s voice.

The speech recognition engine was programmed t&cdbt
different commands that could be used to instrhet robot to
move its arms. The robot has colour markers ofinters (see
Figure 1) to refer to the arms by colour insteadeéifand right
(the former was deemed to be easier for particgpmtise when
facing the robot). The markers are red and blue. dmmands
are: (i) red up, (ii) blue up, (iii) arms open,)(red down, and (v)



blue down. As suggested by the name, ‘up’ and ‘down4.4 |nteraction Scenario

commands will instruct the corresponding red oreldum to go
up or down. The ‘arms open’ command will make batms
open wide.

The system could only detect one particular commaine
time. After saying a command, the user was expdotedhit for
the robot to respond before saying the next command

A Microsoft Kinect was used by the system to detibet
human partner's gestures. The Kinect SDK providetedeton
representation of the user's position and pose pokition of the
wrists were measured and interpreted as commanai®te the
robot arms. The system was programmed so thatyitdmtected
5 positions, which were equivalent to the 5 voiosmmands.

Touch input modality was provided to the robot syng the
developed compliance system. The users could nie/eobot’s
arms by moving the arm directly. They could hol¢ gart of
the arm in order to move it e.g. the users coulgiertbe arms by
moving the upper arm or moving the hand. The latguires
smaller force because it is further away from theusder joint.

4.3 Layout

The physical layout of the experiment is shown iguFe 4. The
robot was ‘sitting’ on the table and the Kinectsamwas located
next to the robot. Video cameras were used to dedbe

activities during the experiment sessions.

Figure 4. Experiment layout

Next to the robot was an instruction sign (see Fd) which
reminded the user of the five instructions thatlddue used to
control the robot. The instruction sign showed wagdo reflect
the direction of the arms movement.

REDUP  BLUEUP
-ARMS OPEN ‘
RED BLUE
DOWN  DOWN

:

Figure 5. Instruction sign

The task given to the participants in this studys weaching a
humanoid robot to mime to a rhyme. The rhyme waisKéty

Dickory Dock’. The participants had to instruct thebot to

move the arms to mime by following the lines of thgme. The
task was repeated in several sub-sessions by dlolyireg one

or two of these modalities in each session: vajesture, touch,
and voice+gesture.

4.5 Experiment Procedure

Before starting the experiment, the participants meted a
demographic questionnaire and signed a consent form

The experiment was divided into two main sessions:

1. Introduction session

In the beginning, the participant was introducedht® robot
and asked to shake its hand. This was to famiatise
participants with the robot, and to let them kndnattit was fine
to physically move its ‘red arm’ (right arm), eviémough it felt
slightly stiff. Next, they were introduced to tharsery rhyme,
and told what to do during the main trial sessidrhe
participants were also instructed on how to moweatms using
each input modality.

During the introduction session, the robot was afser semi-
autonomously using a wireless clicker to advandevdéen sub-
sessions. At the end of the introduction sessioa participants
were told that the following was the main trial,dathe robot
would run fully autonomously.

2. Main trial session

In the main trial, the participants were left aldnéeracting
with the robot which ran autonomously. The investiy stayed
in the same room reading a book and sat back-fatieg
participants at a table without any computer orctetmics
devices. The participants were told that in casemoérgency or
if they wanted to stop, they could notify the intigator at any
time.

The trial was run individually with a single pargiant for
each trial session. The robot first asked the @pgnts to
instruct it on how to move in order to follow tharsery rhyme.
The robot said the rhyme, and the participant shthen instruct
the robot to move for each line of the rhyme. Tlaetipipant
could instruct the robot to move the arms whilerthtaot said the
rhyme, except in the voice command mode sessioeyenthe
participants were instructed (by the robot) to #s& command
after the robot has finished saying the rhyme. He touch
modality sessions, the participants had to moverdod close to
the robot to move its arms.

In total, there were 4 sub-sessions in the maah tiach sub-
session presented to the participant a differeptitinmodality.
The first three were arranged so each participadtadifferent
order of voice, gesture, and touch modalitiesotaltthere were
9 possible different orders. In the fourth sub-gess the
participant was asked to instruct the robot usirigeely chosen
combination of gesture and voice commands. Aftethesub-
session, the robot performed the complete ‘dancéh w
movements and timings specified by the commands fhbd
been given by the participant.

After the main trial session, a second questioenagcorded
the users’ preferences of the methods to teaclotat. Before
the whole session ended, the participants were akied



verbally whether they had any comments they watdeskpress
regarding the experiment.

4.6 Dependent M easur ements

The post-trial questionnaire asked four questiaisgithe Likert
scale, and the participants rated their answera scale from 1
to 5. The first one was “Did you fully understandhaw
instructions KASPAR said during the main sessiorf?’béing
“not very well” and 5 being “very well”).

The second question was “In terms of effort, hod/ybu feel
about the different methods to teach KASPAR to dah¢é
being “very hard” and 5 being “very easy”).

The third question was “In terms of enjoyment, haial you
feel about the different methods to teach KASPARdance?” (1
= least enjoyable, 5 = most enjoyable).

Robot Follows Instructions
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Figure 8. Questionnaire result on different instruction mdiks

For the first question of the questionnaire, ttekea whether

The fourth question asked “When KASPAR showed what ithe participants fully understood what the robat shuring the

had learned, how well did you feel KASPAR followeduy
instruction?” (1 = not very well, 5 = very well).

Every question from 2 to 4 had separate answersdch
interaction modality.

5 RESULTS

The experiment was conducted with 16 participasitsfemales
and 10 males aged 20 to 48 years old. They weraited from

the university staff and students. The invitatioaswadvertised
verbally and they were given a link of an onlinehestuler
(Doodle [32]) to pick the available time slots thvegre suitable
for them. In each gender category, 1 person wag feeniliar

with robotic systems, while none had a prior knalge of the
robot setup that was used in this experiment.

Human Effort
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Figure 6. Questionnaire result on human effortlessness
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Figure 7. Questionnaire result on human enjoyment

experiment, no participant selected a value lowant4. The
mean score was 4.56 (SD = 0.51). The middle pofnthe
answer was weighted as 3.

The questionnaire result on the effort to teach rhtot to
dance is shown in Figure 6. The data were checkétywne-
way repeated-measures ANOVA. The result was F(342)
0.848, p = 0.476, which meant none was signific@he result
suggests that no particular modality is perceivedharder than
the others.

The result that is shown in Figure 7 shows pariatp'
perceived enjoyment of conducting the task for emduality.
The touch modality received the least enjoyabléngatThe
statistical analyses indicated a significant dédfeze in
preferences, F(3,42) = 6.461, p = 0.001. The pa@wi
comparisons results indicated that there was aifisignt
difference (p = 0.008) between participants ratif@sgesture
(M = 4.4, SD = 0.74) and touch (M = 3.07, SD = },28
interaction modalities.

Finally, Figure 8 shows the participants’ perceptiof the
robot's ability to follow instructions. The differee was
marginally significant, F(3,39) = 2.56, p = 0.06%he pairwise
comparisons showed a preference (p = 0.011) fochtdiv =
4.43, SD = 0.65) over voice+gesture (M = 3.43, S085).

6 DISCUSSION

This research has investigated a robotic systerh ¢ha be
taught movements to follow a nursery rhyme. Theetigpment
of the software is only presented briefly as it Wdobe better to
be presented as a technical paper. Three modalitiee

provided as input channels to give information hie tobot as
commands to move its arms. They are voice, gesameb touch.
Two modalities were provided as output channelscevand
gesture. The robot operated autonomously duringvichehl

sessions. The robot had touch-compliance whictwalloumans
to physically move its arms into a desired posee Blgstem
supported integration of multiple modalities thrbug TCP/IP-
based inter-process communication mechanism. Theriement
was conducted with adult participants.

The research findings indicated that being givéas& which
was to teach a robot to mime actions that follomuasery
rhyme, there was no statistically significant diffiece in
preference ratings regarding human effort.



In contrast, there were favourable preferencesrdaya the
human enjoyment. The touch modality was the leasteped
and the gesture modality was rated the highest. autbors
argue that the touch modality scored lowest duethe
participants worrying about breaking the arms ef thbot. This

[11] P. Baxter, T. Belpaeme, L. Canamero, P. C¥siDemiris, V.
Enescu, A. Hiolle, I. Kruijff-Korbayova, R. LooijeM. Nalin, and
others, “Long-term human-robot interaction with gguusers,” in
IEEE/ACM Human-Robot Interaction 2011 Conferenceb@®s with
Children Workshop)2011.

[12] T. B. SheridanTelerobotics, automation, and human supervisory

was because the compliance only controlled the arms control MIT press, 1992.

compliance at a 1 Hz cycle rate instead of 20 lde (81]).

For the robot’s perceived ability to follow insttians, touch
modality received the highest rating. The
voice+gesture modalities received the lowest. Thisld be due
to the robot only performing the instructed actidter the voice
command had completed, while the action after #etuge mode
interaction was followed immediately. However, thegre not
statistically significant at the 5 % level, and yrmnhdicated a
trend towards higher mean preference to the touadatity.

In general, without considering the task, the rssake in
contrast to the result in [20], [21], and [22]. Heower, this
contrast indicates an agreement with [22] and [d8fnely that
for certain tasks humans can communicate to robifestively
using a uni-modal communication channel.

7 FUTURE WORK

This research is eventually aiming to evaluate hest to teach
a robot and what constitutes an effective teackinategy. The
work presented here is an initial attempt towalds tlirection,
and further research is required. The softwareegystould be
further developed to accommodate more complex
interfaces. It would also be useful to conduct thame
experiment with different user groups, e.g. chitd@ people
with special needs.
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