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No Mental; Health

Marek McGann
1
 and Fred Cummins

2

Abstract.  The basic argument to be made has two parts.  Part 

the First: there is no tenable distinction to be made between 

the mental and the physical.  The enactive approach is 

probably the best framework for expressing this constraint 

among contemporary theories.  Part the Second: As we move 

from consideration of the identity of cells to the identity of 

nations, there is no single level that is co-extensive with the 

person.  In particular, identification of the person with the 

human body is inappropriate.  The enactive approach is 

ambivalent here, and recent attempts to provide definitions of 

agency seem to run the risk of fixing the person, 

inappropriately, at one level or another. The consequences of 

these two observations is that there is no coherent domain of 

mental health.  There is health: the health of cells, of bodies, 

of families, of football teams, and of nations. 
 
1 INTRODUCTION 

The field of mental health lives a precarious existence.  To 
those of a neuroreductionist bent it is just another medical 
speciality, on the same level as immunology, gynaecology and 
oncology, and disorders of the mind are nothing more or less 
than disorders of the brain.  Those who favour a functionalist, 
cognitive psychological account will see mental disorders as 
malfunctions of a notional cognitive system, for which there 
are assumed to be norms that allow distinctions between 
healthy and pathological operation.     

The day to day life of the practitioner in the field of psychiatry 
forces a somewhat more eclectic and pragmatic view, as cases 
that present display a very wide range of problems that need 
to be confronted.  Some are clearly of organic origin, as in 
frontal lobe tumours; some may have organic correlates, such 
as serotonin imbalance in depression, but the problematic 
manifestations frequently lie rather in the lived experience of 
the subject.  Making a link from the observed problematic to 
the presumed level of physiological regulation becomes 
increasingly more difficult as we move among the cornucopia 
of neurotic and psychotic phenomena, many of which display 
no obvious link to physiological disorder at all, and many of 
which may plausibly be argued to be disorders of a social 
field, rather than a single biological individual [1], or to 
reflect culturally specific normative considerations unrelated 
to the body [2].  Some cases that present may appear to be 
problems of behaviour or belief with no identifiable organic  
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pathology.  Even if one were fully subscribed to either a 
neuroreductionist or a functionalist interpretation of the field, 
there is little hope that such accounts will make significant 
contributions to many of the problems faced by clinicians in 
psychiatry in the short to medium term. 

In this brief contribution we seek to provide a basis for an 
alternative discussion of such issues.  The argument to be 
made has two parts.  Firstly, we argue that there is no tenable 
distinction between the mental and the physical.  Adopting 
this stance will affect how we frame all subsequent discussion 
of mental and physical health.  We believe that the enactive 
framework that is emerging may be the best of the current 
stock of theoretical approaches to develop arguments that are 
free of the mental-physical dichotomy.  We then follow a line 
of argumentation that is  frequently followed in the enactive 
literature, among others,  to consider the relations that obtain 
among levels of systemic organisation in living beings, from 
the cell to societies.  Here, there is much work yet to be done, 
and we will argue that there is no level in this hierarchy (or, 
better, network) that is co-extensive with the person.  This 
second claim runs counter to some recent proposals within the 
enactive literature about the nature of agency, and we suggest 
that there is an important discussion waiting to happen here. 

2 THE STICKY LEGACY OF MIND-BODY 
DUALISM  

Contemporary understanding of health and well-being 
remains strongly affected by the legacy distinction between 
the mental and the physical.  To the neuroreductionist or 
eliminativist, the need to treat the mental as sui generis is a 
pragmatic step, necessary for the daily conduct of business 
until the job of translating the vocabulary of the mental into 
the vocabulary of neural events is complete.  We are not 
holding our breath. 

To the functionalist, or cognitivist, mental health issues may 
be presumed to pertain to the (dys)function of a notional 
cognitive mechanism that is most properly characterized on its 
own terms as information processing and computation over 
representations of the world.  Difficulty arises as measurement 
and observation are strictly limited to features of the world, 
and the presumed cognitive machinations are never directly 
observable. 

In both approaches, and many similar discussions, most of the 
considerable energy spent has been directed towards trying to 
shoehorn a problematic domain of the mental into the domain 
of the physical, presumed to be somehow simpler, or less in 
need of justification.   To the eliminativist, the physical is the 
only real level of description; to the functionalist, it is the only 
observable domain. 

There seem to be two senses of the term physical that are 
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lurking in the background here, and when examined, neither 
suggests that the physical is any more easy to pin down than 
the mental.  These two senses we will call the 'experiential' 
and the 'theoretical', though inevitably, hybrid accounts can be 
found.   

The experiential-physical is best illustrated by the search of 
Doubting Thomas for the kind of proof that is beyond 
question.  Thomas insisted on seeing the risen Christ with his 
own eyes, and placing his own finger in the wounds.  A 
similar appeal to the experience of a reassuring presence is 
illustrated by Doctor Johnson who famously sought to 
repudiate Berkeleyian Idealism by kicking a stone and saying 
"I refute it thus".  This is the sense of physical indubitableness 
that arises in our everyday experience of tangible objects and 
substances.   But of course, for Doubting Thomas and Dr 
Johnson alike, the satisfaction of physicality arises only 
through sensorimotor engagement with the world, through 
visual or haptic exploration on the one hand, and through the 
wilful act of kicking on the other.  Both require feats of 
perceptually guided action and both provide the security 
blanket of the ``physically real'' only in the direct experience, 
or sense-making activity, of the doubter.  This sense of 
physical is thus not clearly or conceptually distinct from the 
mental at all. 

But perhaps the examples cited above relate only to bar-room 

argumentation, and the term ``physical'', when employed in 

scientific debate actually means something rather different, 

viz. that which is the object of the science of physics.  And 

then we must ask, on which physical theory do we hang our 

hat?  For physical theories no longer trade in the substantial 

and tangible, but in strings, quarks, and fields, all of which are 

very far removed from the indubitable, tangible, and kickable.  

Newtonian physics may no longer be state of the art but it is 

physics that was developed to account for the motions of 

massive objects at spatial and timescales that were familiar to 

scientists.  It is the best physics in the world to describe the 

carry on of apples and missiles, and its very effectiveness for 

such objects is testament to the deep link between the 

framework and tools of the Newtonian enterprise and the 

embodied reality encountered by organic beings of a specific 

size and with a specific metabolic rate. But these 

characteristics do not permit the separation of a ground for 

reality from the experiences of conscious embodied beings; 

rather, they emphasise the very deep interconnection between 

the world contingently experienced by such beings, and the 

theory that best accounts for measurement in such a world.  

And they fail to make any meaningful link whatsoever to 

modern physics, where measurements are made at spatial and 

time scales vastly larger or smaller than those centred in the 

body.  

This failure to identify the ``physical'' undercuts any attempt 

to use such an identification to then characterize some 

notional ``mental'' domain.  If we accept this, then 

eliminativism, or neuroreductionism, becomes incoherent.  

Absent a mental-physical distinction, there are no distinct 

concepts to be reduced to neural events.    

Our goal here is not to do metaphysics but to seek a path 

forward, beyond the intellectual traps that continue to license 

the inclusion of phenomena in the ontological dustbin of 

“mental health''.  Many have sought to abandon the mental-

physical distinction, without reducing the level of explanation 

to one or the other domain [3]–[5].  Within contemporary 

approaches to cognition, the Enactive approach, Ecological 

Psychology, Coordination Dynamics, and recent initiative 

such as Radical Embodied Cognitive Science [6] or Radical 

Embodied Cognition [7] all adopt a vocabulary that nowhere 

acknowledges or relies on a mental-physical distinction.  But 

it is within the mind and life or enactive approach that is 

emerging from foundations in the work of Varela, Thompson 

and others, that this dualism is rejected in a most principled 

way. In an enactive account, no mental-physical distinction 

arises (Varela, Thompson, & Rosch, 1991).  The bringing 

forth of a world, as Varela called it, through the sense-making 

activity of an autonomous system at once acknowledges the 

dual subjective/objective character of the lived world, and 

sidesteps most of the legacy mind-body dualisms inherent in 

received approaches.  There thus seems to be some prima 

facie reason to believe that problems that have proven 

intractable within paradigms irrevocably committed to a 

subject-object, or mind-world, distinction may be addressed in 

a new light within an enactive framework.  If the concept of 

``mind'' does not stand in opposition to the concept of ``body'', 

then there is little justification for distinguishing between 

``mental'' and ``physical'' health.  

3   MANY MODES OF DESCRIPTION 

Biological agency, particularly human agency with which we 

are concerned here, has we might say, many moving parts. 

Agency arises within a very dynamic and complex web of 

phenomena, from the cellular to the cultural. Biological 

requirements and appetites wax and wane within socially 

structured opportunities and physical affordances that enable, 

invite and scaffold actions. 

If we use an efficient causal framework – one cause to one 

effect in billiard ball-style progression – then human 

behaviour is a compromise formed within the interaction of 

many different biological factors, conditioned within multiple 

physical, social and developmental constraints. 

This matrix of causality resists explanation in terms of a 

single canonical thread running forward through time, 

identifiable as “the agent” or “the person”. We do not argue 

here that the explanation of action at any given time is 

arbitrary. However the perspectival nature of any explanation, 

including those from a first person point of view, means that 

there is no single correct explanation that captures the totality 

of the person at a given moment in time and exhaustively 

explains their behaviour. 

The descriptions of behaviour that we choose to offer at a 

particular time are characterised by that subset of the field of 

forces within which the person we are describing is moving, 

that we ourselves can perceive, and that enable us to make 

sense of, to sensibly coordinate our own behaviour with, as 

best as possible at that time. 

It is part of the ambition of enactive theorists to do more than 

offer neutral descriptions of actions, however [8]–[10]. The 
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enactive literature is replete with discussion of value and 

normativity, the perspective defining character of mindedness 

on which is (or will be) founded a satisfactory understanding 

of meaning and experience [8], [11]–[14]. Despite the 

prevalence of such discussion however, there remains some 

confusion as to what might be the ultimate ground for value, 

or how different values might be related. Two themes can be 

discerned, one on the foundational role of operational closure 

and autopoiesis as the biological fundament of meaning and 

mind (biological autonomy), while other work focuses on the 

more fluid autonomy of social interactions (participatory 

sense-making). 

Systemic Value, Growth and Identity 

It is a core tenet of the enactive approach that values for a 

given system arise inherently within the operation of the 

system itself. Values, norms and normativity are not 

determined by the comparison of current state with an ideal 

(or even “normal”) state but are enacted in the operation of the 

system itself over time [8], [12]. 

The most basic systemic value is that of identity grounded in 

organisational closure. The concept of identity in play here is 

somewhat slippery. Its clearest definition is derived from 

Varela's [15] work on biological autonomy. Relations of 

mutual support or dependence between components of a 

system form an implicit identity – the circularity of the 

relations effectively instantiating a distinction between the 

system and its surround, the production-in-action of an 

identity for that closed network of components (see Figure 1.). 

Figure 1. An organisationally closed network of production, 

ABCD, forms a dynamic identity. Nodes are processes of 

production (usually considered as biochemical processes) 

arrows are relations of support. Because they are not mutually 

supporting within the network, nodes E and G are not part of 

the autonomous system per se. 

It is standard discourse within the enactive literature to hold 

that such dynamically constituted identities form the basis of 

normative, value-driven activity, the foundation of agency 

(Thompson & Stapleton, 2009; Weber & Varela, 2002). The 

value of self-maintenance is inherent in the system because of 

the manner in which the system's organisation operates so as 

to maintain itself. Should the organization break down the 

identity is lost – this is something basic and intrinsic to the 

system itself, not something that depends on the observation 

of a third party or the judgement of a dedicated subsystem of 

sensors and comparators (Di Paolo, De Jaegher & Rohde, 

2010). 

Though it is certainly not offered as the full story (see 

particularly Di Paolo, 2005, also Di Paolo 2009 and 

Barandiaran, Di Paolo & Rohde, 2009) it is from such a 

concept of identity and value that the enactive literature to 

date promises to adequately address questions of agency, 

meaning and normativity. The logic of organisational closure, 

systemic value and dynamic identity is sufficiently generic 

that it “scales up” and can be applied in some way to social 

and personal forms of identity (see De Jaegher & Di Paolo, 

2007; Di Paolo, 2009). Whereas in the biological case the 

components of the network are biochemical processes of 

production, in the social case the nature of the components is 

less clear. Candidates include habits, cultural practices or 

skills structured by sensorimotor contingencies (or some 

personal, emotional equivalent; see McGann & De Jaegher 

[16]).  The identification of any set of components, and the 

identification of any superordinate systemic domain may 

depend, inter alia, on the purposes of the investigator. 

The autonomy provided by organizational closure is seen as 

fundamental to agency and the agent as effectively co-

extensive with the identity of the system in question. The 

domain of cognition is to be interpreted as the domain of 

relations between the agent as identified in the network of 

self-production and its environment. 

Our problem is that it is difficult to imagine only one such 

agent, and only one identity as defined here, existing in the 

complex of relations that encompass a human life. Rather than 

a single identifiable entity around which sets of normative 

relations might be sought, it is likely that a skein of such 

identities might be available to astute observers, with no 

single identity (or its attendant systemic value) having any 

cause for claims of precedence.  

We argue that there are, in any given action, values inherent in 

the action that are produced by the organisation of the tangle 

of forces in the field that define that situation (its biological, 

social, developmental and “merely” physical facets). None of 

these values can be identified as the ground, the ultimate 

foundation from which a detailed and comprehensive account 

of the action in question must be built. Making sense of any 

moderately complex human behaviour necessitates appeal to 

many domains of organization simultaneously. The biological 

domain of the body is one such, but it is neither the sole, nor 

often the most important domain within which behaviour is 

grounded.   

Life is dynamic, and while at one moment I might act such as 

to ensure a particular value is maintained, the fine details of 

how that value is instantiated and how it influences my 

behaviour over even short timescales may vary as the situation 

changes. There will be no one moment where the “true” 

intention of an action can be identified, just a prolonged 

period of time over which the action can be understood if the 

actions of the perceiver can be brought into coordination with 

it in some way. 

Rather than self-maintenance of any kind, we must seek to 
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ground our ideas of value in continuity. If we imagine Figure 

1. as indicating personal, social or cultural identities being 

formed in the dynamic of cultural practice and social 

interaction it is easy for us to imagine, as the situation 

evolves, as the relationship between the interactants changes 

(perhaps just over the order of seconds), that the relationships 

between the components of interest to us, the observers, 

changes. 

Figure 2. An evolving identity. The initial identity might be 

subsumed or in  a later step even destroyed, but the agent, the 

relations of interest show an important continuity that does 

not challenge the existence of the agent of interest to us (and 

maybe not to the person themselves either). 

There is no privileged level of description, no privileged 

vocabulary of description and no single canonical agent or 

even canonical action. 

It has been an continuing implication of enactive thinking that 

wherever cognitive scientists seek to find a clear distinction, 

some solid ground on which to stand a theoretical edifice, that 

the approach breaks that ground into shifting sands. What is 

needed is not a firm place to stand but a willingness and 

ability to move with the dynamic, in-flux, phenomena that we 

seek to describe. The concept of health will be no different 

here. 

4 HEALTH AND SYSTEMIC VALUES  

Barandiaran and Egbert [12] have outlined a mathematical 

framework for trying to capture the idea of a momentary, 

systemic value. They endorse an organisational view of 

normativity – that a system can by virtue of operational 

closure, instantiate a norm of self-maintenance. They also 

point out, however, that such norms are “virtual”. They are not 

mechanisms or special-purpose components of a given 

system. They are instead emergent phenomena within the 

space of possible actions of the system, some of which will 

lead to its survival, some to its death, but which must be 

understood and evaluated dynamically, moment to moment. 

Their virtuality is a product of their dynamism. 

Their paper presents their framework for the minimal case of 

a single cellular entity engaging in chemotaxis. They suggest 

(perhaps at this point rather optimistically) that, where there 

are multiple values instantiated by a given entity, that the 

method's principles of analysis will remain. A very great deal 

of work remains to identify whether this promise is possible, 

let alone to actually follow through with such developments, 

but their analysis at least provides us with one way of 

considering the concept of health within an enactive 

framework. 

Health is an expression of a system's values. If a system, 

howsoever described, can be said to be operating in such a 

way as to continue to operate and (if appropriate) achieve its 

ends, then it is healthy. 

Ill-health then is a relational characteristic that describes the 

behaviour of a system as inviting intervention. The perception 

or experience of ill-health is an expression of the values of 

that  system, be they biological, personal, social, cultural or 

otherwise. 

We see problems when various forms of these values fall into 

conflict with one another – personal experiences of normal 

behaviour may conflict with cultural norms, for instance, or 

with biological, such that the larger system is unhealthy while 

the elements comprising it could be considered perfectly fine. 

By contrast we might see perfectly healthy systems whose 

components are run down and destroyed by its “healthy” 

operation.  The health of one system may indeed represent a 

threat to the health of another, as in the conflict between a 

tumour and its host, or a paramilitary force and a nation state. 

In real terms, this is a more general statement of the concept 

of defining health less as the “normal” operation of a 

biological or psychological system and more as a matter of 

quality of life[17], [18]. We see the logic of enactivism, 

brought to its own conclusions, as providing a principled 

means by which such contextualised, observer-dependent 

judgements of health, quality of life can be stated, and by 

which the continuity of such considerations across the range 

of human experience can be framed. 

Given the fragmented, piecemeal nature of much of the 

discourse concerning mental illness and psychological 

disorder at present we consider this a valuable contribution of 

an emerging enactive framework. The real work of developing 

from this beginning a fully development paradigm of health 

and living still proves a mammoth, if inviting, challenge. 

5  CONCLUSION 

The ideas, diagnoses and judgements of ill-health must be 

made with an explicit framing of the context in which those 

judgements are being made, and the values against which 

observed behaviour is seen as inviting intervention. 

Practitioners must be sensitive to the potential for conflicts 

between different modes of description of behaviour, 

including the system in which both they and their clients are 

mutually influencing components. Questions of health are not 

independent from questions of systemic values and the 

shifting boundaries of system identity, where the systems in 

question may range from the sub-cellular to the societal.  

There is thus no domain of mental health.  There are questions 

of health, period. 
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Isolated Sailors in Isolated Ships: the Case of Autism 

Anna CIAUNICA
1
 

Abstract.  It has become fashionable to think of limitations in 

psychological perspective-taking among children with autism as 

signs of lacks in their “Mindreading” abilities [1,2]. On the 

dominant view, it has been argued that the human aptitude at 

inferring mental states is one of the crucial preconditions for the 

evolution of cooperative social structure in human societies. In 

this paper I argue that, on the contrary, modes of social 

relatedness may be constitutively primary over modes of 

cognitive abilities. In a first step I argue that standard 

“mindreading” theories may have overestimated the role of 

conceptual thinking and underestimated the role of intrinsic 

social-emotional organization. Then I review behavioral and 

neural evidence illustrating that in autistic individuals, an 

impairment of the relational self could trigger a shortfall of both 

(i) the basic portfolio of cognitive abilities and (ii) the 

coordination of intentional activity in social interaction. Finally, 

this paper supports the conclusion that what is missing among 

autistic children highlights what is present among children 

without autism, namely forms of emotional engagement through 

which a child is moved in psychological attitudes by the bodily 

expressed attitudes of someone else [3].12 

1 INTRODUCTION 

Central to the study of the development of self and self-

awareness are questions that concern relationships between a self 

and other people, and a self and the physical world. The issue at 

stake is crucial since through the approach of developmental 

psychology – and specifically the study of autism3 – we may find 

structures through which “primitive” forms of interpersonal links 

are achieved. According to a longstanding philosophical 

tradition, to know is to have a mind that process detailed internal 

representations of the outside world. It is the philosopher’s job to 

accurately reproduce such a mind’s representing powers and to 

seek for an unshakeable foundation, immune from all doubt, i.e. 

the “firm basis on which the tottering edifice of our knowledge is 

reared” [4].Traditionally, it has been argued that the human 

aptitude at mentalizing is one of the crucial preconditions for the 

evolution of cooperative social structure in human societies. 

Hence, lack of mentalizing abilities might induce social 

connectedness impairments. Indeed, in Autistic Children (AC 

henceforth), for reasons that are not yet understood, there are 

failures of both the basic portfolio of mentalizing skills and at 

the interpersonal connectedness level. It has been hypothesized 

that these children have a specific Mindblindness deficit [1]. 
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3 Autism is a developmental disorder with a genetic basis and a 
prevalence of 0.1 to 0.6%. It is diagnosed on the basis of early emerging 

qualitative abnormalities in social interaction, communication and 

imagination. Given the limited space available here, I shall use the term 
“autism” as an umbrella term for “Autistic Spectrum Disorders”. 

Both clinical descriptions [5] and experimental studies [6, 7] 

illustrate how AC appear to lack a grasp of self and other in 

social interactions. Indeed, systematic investigations have 

revealed that AC show: (a) limited responsiveness to others in 

settings that elicit social referencing [8, 9]; (b) impairment in the 

assimilations of the stance of the other [10, 11]; and (c) reduced 

one-to-one intersubjective engagement and responsiveness along 

with impairment in joint attention and other forms of ‘secondary 

intersubjectivity’ [12]. Possible mindblindness explanations 

about the primary causes of autism typically include: i) a missing 

drive for global coherence [13]; ii) a missing theory of mind 

module [1,2]; iii) a deficient eye tracking module[14]; iv) a 

deficient attention switching device [15]; v) an executive 

function deficit [16]; vi) a deficient imitation mechanism [17]; 

vii) a deficit of the contingency detection module [18]. 

Over the past two decades there has been a two-party debate 

between Theory Theory (TT) and Simulation Theory (ST). TT 

theorists [1, 19, 20, 21] hold that we explain and predict others’ 

behavior by relying on (i) an innate modular or (ii) acquired 

mechanism/theory of how people generally behave. ST theorists 

[22] argue that we explain and predict others’ behavior by using 

an inner model designed to simulate other person’s mental states. 

Note that both TT and ST accounts resort to third person-based 

explanation and prediction in order to understand ordinary social 

interaction. Within the last ten years, a new party to the TT/ST 

debate has emerged, i.e. the embodied/enactive/situated 

approach [23, 24, 25, 26, 27, 28], challenging the Mindreading 

thesis. These theorists reject the idea that we understand others 

by having some grasp of their mental states and using this 

understanding to explain and predict their behavior on the basis 

of these mental states. They also deny that at the core of our 

intersubjective skills there are high-level cognitive mechanisms. 

The new Embodied Social Cognition (ESC) approach [29] is 

roughly the view that our normal everyday interactions consist in 

non-mentalistic embodied engagements. Since so much of my 

line of reasoning hangs on the contrast between Mindblindness 

and ESC views, it is worth going over familiar ground carefully 

in preparation for the idea that children with autism lack 

metarepresentational abilities because their relational self is 

impaired, and not the other way around 

  

2  THE DEVELOPMENTAL CLAIM AND THE 

“STARTING PROBLEM” 

Within the standard interpretation, there is a well documented 

debate between nativists and empiricists. The nativists argue that 

there is an innate Theory of Mind Mechanism (ToMM) [20]. By 

contrast, the empiricists argue that children learn about mental 

states by putting at test different rival theories about the behavior 

of other in social interaction [30]. A full review of this literature 

is out of the question here, given the space available. Instead I 

will attempt to expose in rough detail the most fundamental 

problems facing those who hope to explain social cognition and 
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autistic impairments on solely mentalizing grounds. For our 

discussion here, it is important to outline that both nativists and 

empiricists share what Spaulding calls the developmental claim 

(DC): 

 

DCMindreading: a developed capacity for social understanding 

and interaction requires that children (somehow) come to 

understand mental states [31:121,emphasis added]. 

 

Clearly, a lot of explanatory weight rests on the shoulders of the 

word “somehow” sneaked between parentheses in the quotation 

above. The idea is to examine closer the interpretation of this 

mysterious “somehow” and illustrate that TM/ST do not provide 

a satisfactory solution to what Gallagher [32] recently coined as 

the “starting problem”. The “starting problem” is the challenge 

to explain “how the social cognitive process gets off the ground” 

– or more precisely what ground we stand on as we engage in the 

process. Before I start, I hasten to add that my summary of this 

literature should by no means be viewed as exhaustive.  A 

classic debate in developmental literature concerns whether 

infants are initially more sensitive to internal or to external 

stimuli. On the one hand, it has been hypothesized that infants 

make use of innate cross-modal capacity to map the adult’s 

visual movements onto the proprioceptive feelings of his or her 

own movements that the adult is imitating. For example, 

Meltzoff and Gopnik [17] proposed that there are innate 

mechanisms that allow the infant to attribute emotions to other 

minds starting from birth. Experiments on neonatal imitation 

[33, 34] and on the innate basis for primary emotions [35, 36, 37, 

38] suggest that by imitating the caregiver's facial emotion 

expression, the infant activates through prewired connections 

[36] the corresponding physiological emotion state in himself or 

herself. The imitation-generated internal emotion state is then 

introspectively accessed, and the felt affect is attributed to the 

other's mind. The basic assumption behind this view is that the 

infant's initial state is characterized by direct introspective 

access4 to internal emotion states, and that they have conscious 

access to their internal basic emotion states from the beginning 

of life. By contrast, Gergely & Watson [18] disagreed with this 

view and argued that at the beginning of life “the perceptual 

system is set with a bias to attend to and explore the external 

world and builds representations primarily on the basis of 

exteroceptive stimuli.” In other words, infants are born with an 

innate Contingency Detection Module. These debates have been 

abundantly discussed in the literature and the details will not be 

pursued here. For the moment, suffice it to say that the general 

idea is that “on the mindreading picture, once the child comes to 

know about mental states, he or she learns how to attribute them 

and then how to exploit this ability in order to explain and 

predict behavior on the basis of mental states. How this works is 

the subject of the debate between the Theory Theory and the 

Simulation Theory” [31, emphasis added]. There is an important 

worry with this interpretation since the mindreading accounts 

provide explanations about how children attribute mental states 

once they already come to know about mental states, but it does 

not address the crucial question of explaining how exactly this is 

supposed to happen. Here is an example of an attempt to sweep 

                                                 
4 Bruner et al. [39] also proposed that the infant moves from an initial 

reliance on internal, proprioceptive cues to a reliance on exteroceptive 
cues. See also [40, 41].  

the explanandum under the carpet without really explaining it: 

“First, the attributor creates in herself pretend states intended to 

match those of the target. In other words, the attributor attempts 

to put herself in the target's 'mental shoes'” [43]. But as 

Gallagher [32] pointed out, the question is: how do I know 

which pretend belief state matches what the other person has in 

mind? Isn’t this what simulation is supposed to deliver? If I 

already know what state matches the target, then the problem, as 

defined by ST, is already solved. Likewise, TT defenders face 

the same difficulty. Recall that according to TT we are 

phylogenetically designed and innately predisposed to attend to 

mental states over other things. But even if we are innately tuned 

to attend to mental states, how do we know what those mental 

states are in any particular case? Hence the “starting problem” 

poses a threat to any solution that appeal to internal mechanisms.  

3 COUNTERMIRROR AND SENSORIMOTOR 

LEARNING 

There is now active research into the relations between the 

mirror neurons5 and social cognitive processes such as 

understanding the intentions of other people. It has been 

hypothesized that mirror neurons, by mapping goal-directed 

motor acts, allow a direct form of action-understanding through 

a mechanism of “embodied simulation” [45, 46]. This challenges 

traditional mindreading theories share the idea that social 

understanding is a matter of projection of inner representations 

onto others. Rather at the basis of a capacity to understand 

others’ intentional behavior, there is a more basic functional 

mechanism which exploits the intrinsic functional organization 

of the parieto-motor circuits like those containing mirror-

neurons. More specifically, the motor system, by anchoring the 

multimodal integration, enables social connectedness. Thus, it 

has been claimed that mirror neurons provide a new empirical-

based notion of intersubjectivity viewed first and foremost as 

“intercorporeity” [46], i.e. the mutual resonance of intentionally 

meaningful sensory-motor behaviors, which is the main source 

of knowledge we directly gather about others. By activating the 

neural systems underpinning what infants and agents do and feel, 

they obtain a direct form of understanding of others from within, 

as it were. Consequently, the hypothesis that dysfunction of 

mirror neurons might be one of the core deficits of socially 

isolating disorders such as autism is now under active scrutiny 

[47, 48]. A full review of this literature is beyond the scope of 

this paper. At this point of the discussion, what seems to be 

important is that recent evidence suggests that sensorimotor 

learning can reconfigure the mirror system. In an ingenious 

experiment, Catmur et al. [49] showed that human mirror system 

is, to some extent, both a product and a process of social 

interaction and that the development of the mirror system 

depends on sensorimotor learning. They measured mirror-system 

functioning before and after incompatible (“countermirror”) 

                                                 
5 Mirror neurons have been identified in two cortical areas — the 
posterior part of the inferior frontal cortex and the anterior part of the 

inferior parietal lobule. Crucially, the anatomical location of the mirror 

neuron system is a key feature to understand the nature of its functions. 
Its proximity to frontoparietal systems that support various forms of 

sensorimotor integration suggests that the nature of action coding 

implemented by the mirror neuron system is also linked with some form 
of sensorimotor integration [44].    



8

sensorimotor training, in which human participants performed 

index-finger movements while observing little-finger movements 

and vice versa and provide strong support for the theory that the 

“the mirror properties of the mirror system are genuine but not 

intrinsic—they depend on the experienced contingency, rather 

than the objective similarity, between stimuli and responses” 

[49:1529, emphasis added]. In other words, if an infant were 

unable to see her own actions and grew up in an environment 

where mirrors and imitating adults were replaced by systems that 

showed counter-mirror actions (e.g. foot movements when she 

moved her hands), then she would develop a counter-mirror 

system. This encourages us to replace the above mentioned 

DCMindreading by the following claim: 

 

    DCEnaction: mentality-constituting interactions are grounded 

in, shaped by, and explained by nothing more than the 

history of an organism’s previous interactions [50:8]  

 

In this section I argued that if the mirror system is not structured 

via intrinsic and primitive building blocks ready to be detected in 

the brain. The mirror-system responses develop as a result of 

general processes of sensorimotor associative learning. Given 

that social interaction is an important source of the sensorimotor 

experience, then the later is necessary for the configuration of 

the human mirror system. In the next section I argue that 

attempts to find specialized cognitive modules in individuals’ 

heads might be misguided. Building upon [51] distinction 

between the interpersonal and the ecological self and starting 

with premise that the early manifestation of a sense of self in the 

physical and social domain is not a given but rather “develops 

via the active process of intermodal perception and exploration” 

[52:515], the idea is to argue that that failures in emotional 

engagement and perspective-taking may be primary in 

development and cause autistic children’s cognitive limitations.  

4 THE RELATIONAL SELF IMPAIRMENT   

Mindreading theorists such as Lombardo & Baron-Cohen [53] 

recently acknowledged that all proposed mechanisms for 

mindblindness in AC have been very “other”-centric in nature 

focusing on how individuals read social cues from others (e.g., 

facial expressions, eye gaze, body postures), or have been 

agnostic with respect to the target of mentalizing (e.g., 

intentionality detection, mental state representation). Hence 

these researches have left a gap in terms of mechanisms that may 

be responsible for atypical self-referential processes in AC and 

their integration into the bigger picture of how individuals 

navigate and interact with the social world. What is needed is a 

more relational approach in order to reveal the deeper 

complexities involved in interpersonal relations. While I agree 

with Lombardo & Baron-Cohen on this final point, I disagree 

with their proposal to replace the search of individual devices 

with a search of relations between devices. Rather the social 

relatedness itself might be constitutively fundamental to 

metalizing abilities. A good way to bridge the above mentioned 

gap is to examine whether the aspects of social-cognitive 

impairments that extend beyond the autistic children’s 

limitations to form representations are foundational in nature.  

Against theories focusing upon cognitive aspects of autism, 

Hobson [3, 7, 10] has long championed a view which insists on 

the idea of a profound disruption of patterned intersubjective 

engagement between the child and other is basic in autism. An 

impairment of the relational self (RSI) is typically characterized 

by a dissociation between autistic children’s self-consciousness 

in being observed and their ability to be affected by and engaged 

with the attitudes of a particular embodied person. Indeed, a 

deficit at the level of interpersonal connectedness could prevent 

AC to register and assimilate the bodily-anchored psychological 

stance of another person as suggested by a recent study [54]: AC 

witnessed one adult tearing another (nonresponsive) adult’s 

drawing. In contrast to children without autism, who expressed 

dismay, questioned the perpetrator, and showed concern towards 

the victim, most children with autism showed very little 

indication of feeling for the person whose drawing it was. The 

victim had shown no overt expression, yet the children without 

autism immediately orientated towards, and showed concern for, 

this person [61].  

 A useful conceptual tool in examining these affective 

engagement deficits might be the notion of “participatory sense-

making” as championed by De Jaegher & Di Paolo [29]. In a 

nutshell, “participatory sense making” is the process of 

generating and transforming meaning in the interplay between 

interacting individuals and the interaction process itself. Indeed, 

in typically developing individuals, coordination affects 

individual sense-making because they are constantly and directly 

affected by the coordination of movements in interaction. 

Similarly, fMRI evidence is accumulating that infants’ brain 

organization in typically developing children may well adapted 

to be an “intersubjective system” [55, 56]. Furthermore, 

developmental studies seem to suggest that higher level 

cognitive processes are strongly affected by the history of social 

interactions [57, 11, 58]. The next section reviews behavioral 

and neural evidence supporting the RSI.  

5  BEHAVIORAL AND NEURAL EVIDENCE 

If we admit that sense-making is a relational and affect-laden 

process grounded in biological organization then an impairment 

of the relational self could trigger a shortfall of the participatory 

sense-making process, i.e. of the coordination of intentional 

activity in interaction. The RSI would be consistent then with 

several behavioral and neural findings about AC.  

I) At the behavioral level it has been pointed out that while 

normal and mentally handicapped children recall meaningful 

sentences better that random word strings, AC are almost as 

good as recalling the later as the former [59, 60]. Also AC make 

less use of context and pay preferential attention to parts rather 

that wholes. Furthermore, Klin et al. [62] found deficits in early 

social skills such as reaching in expectation of being picked up: 

these impairments in primitive social abilities are not easily 

explained as the result of impaired cognitive abilities. Typically, 

the litmus false-belief test in mindreading literature [63] uses 

elicited-response task in which children answer a direct question 

about an agent’s false belief. However, studies using 

spontaneous-response tasks such as the violation-of-expectation 

(VOE)6 paradigm [64] illustrated that AC failed in this false-

belief spontaneous attribution [65]. This indicates that their 

impairment in false-belief attribution is independent of their 

verbal abilities. Mindblindness defenders explained this failure 

                                                 
6 VOE task tests whether children look longer when agents act in a 
manner that is inconsistent with their false beliefs.  
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by arguing that AC display a fundamentally cognitive 

impairment in ToM. However, Turner [66] (1996) illustrated that 

the degree of repetitive behavior in autism is not related to ToM 

abilities nor to IQ. Indeed, some types of repetitive behavior (tics 

and motor problems) were more severe in those with high verbal 

abilities, many of whom pass the false belief test. Hence, a much 

more plausible explanation is that AC lack social motivation or 

engagement for tracking the agent’s epistemic state. For 

example, Ruffman et al. [67] also found that AC tend to make 

les spontaneous looking for social stimuli even when no false 

belief attribution is required. Hence, atypical ToM development 

in AC may be based on atypical pattern of social orienting, 

which is hypothesized to be caused by atypical functioning of 

subcortical structures such as amygdala and its communication 

with cortical structures [68, 69, 70]. Moreover, between 15 and 

55% of experimental groups of children with autism do pass the 

elicited-response false-belief task but there is no evidence of a 

propensity to engage with other people in an other-person-

centered way in children with autism. Rather they show marked 

abnormalities in social relatedness features such as: (i) 

limitations in relational and communicational role-taking; (ii) ill-

organized feelings towards and for other; (iii) restrictions in self-

awareness. Indeed, gestures, body language and facial 

expressions are poorly coordinated [71] and comprehension of 

nonverbal cues accompanying communication such as 

intonation, appear to be impaired [72]. In the Sticker Test [73], 

children without autism would often employ a point-to 

themselves to communicate that a tester should place a sticker on 

herself. They appeared to identify with the tester, and presume 

she in turn would identify with them pointing-to-themselves and 

place the sticker on her own (i.e., the tester’s) body. Participants 

with autism seldom adjusted their communication in this 

mutually coordinated, person-anchored way. Instead most 

pointed directly to the tester’s body. The RSI hypothesis is also 

in line with the observation that high-functioning individuals 

with autism having written auto-biographies [74, 75] may have 

much greater difficulties of expression in online conversational 

settings.  

The lack of affective engagement is even more striking and 

well documented: for instance, Hobson et al. [7] interviewed 

parents with AC aged between 6-13 years. Although they could 

recognize in their children emotions such as anger, fear, etc., 

they rarely cited clear instances of other-person-centered 

emotions such as guilt, shame, pity or embarrassment. The RSI 

is also compatible with findings revealing that AC display 

limited propensity to register and assimilate the bodily-expressed 

attitudes of others in such a way as to apprehend and relate to the 

world through other people’s minds and emotions. Also they 

exhibit limitations in perceiving and/or adjusting to the 

perspectives of different figures within a story, and in shifting 

from one-person anchored perspective to another [61].  

II) At the neural level, fMRI studies show that one area in the 

brain crucial for making a distinction between self and other (i.e. 

the ventromedial prefrontal cortex vMPFC) responds atypically 

when individuals with autism reflect on themselves or others, 

namely it responds in an egocentrically equivalent way for both 

self and other [76, 53]. This lack of neural self-other distinction 

supports behavioral evidence [77, 78, 79] illustrating that that 

AC show markers of atypical self-other distinctions. Similarly, 

Chiu and colleagues [80] found that an area outside the 

traditional mentalizing system (the middle cingulate cortex; 

MCC) was specifically underactive when participants with ASC 

had to decide how much to invest in the other person while 

playing the ‘trust game’7 with another person. 

6 CONCLUSIONS & FUTURE WORK 

I argued here that the intersubjective relatedness of the self is 

foundational for and not merely subsidiary to the development of 

representational skills. That is, the lack of metarepresentational 

abilities may be the effect and not the cause of interpersonal 

relatedness impairments. Recent studies suggested that 

individuals with autism may have greater difficulty representing 

their own beliefs than the beliefs of other people [83]. Hence, an 

embryonic and speculative working hypothesis is that the ability 

to socially interact and read others’ minds may have evolved 

first, with the turning inward of the metarepresentational 

spotlight upon our own inner states developing only later [84]. If 

this line of reasoning is correct, then it has profound implications 

for our understanding of minds not as mechanisms situated in 

individuals’ heads, but rather as constitutively dependent upon 

worldly and social interactions. Indeed, Mindblindness theorists, 

in their search to establish the unshakeable basis of cognition 

and its explanatory building blocks, may have overestimated the 

role of conceptual thinking and underestimated the role of 

intrinsic social-emotional organization. Rather, the epistemic 

situation of a typically developing infant is, to use O. Neurath’ 

metaphor, similar to that of a sailor who has to rebuild its ship 

incessantly, on the open sea, without ever being able to dismount 

it in dry-dock and reconstruct it from the best components, as 

theorists usually do. Hence, a crucial feature they benefit from is 

the constitutive and interactive autonomy that living systems 

enjoy by virtue of their self-generated identity as distinct entities 

in constant material flux. By contrast, failures in the ability to 

direct expressions of affect to another person, use facial 

expressions communicatively, and resonate to the emotions and 

bodily expressions of others suggest that autistic individuals act 

as isolated selves building a an isolated ship. 
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Autism as Philosophical Insight: The Enactive Response
to the Tendency to Pathologize

Joel Parthemore 1

Abstract. An increasing trend in recent years has seen the pathol-

ogizing of a wide range of mental phenomena under the headings

of "disease", "disorder", “illness”, or "disability". A recent school in

philosophy of mind, enactivism, is inclined to oppose this trend as

based upon philosophically dubious assumptions. In particular, en-

activism rejects mind-brain reductionism and simple emergentist ac-

counts. It emphasizes the continuity between agent and environment,

co-created out of the interaction. Enactivism is inclined to view much

if not most of autism spectrum "disorders" as instances of cognitive

diversity, recasting the disabilities associated with autism as a prob-

lem, not of neurology, but of the relationship between autist and so-

ciety. The result is a failure to address the full range of human needs

and talents and the mislabeling of the presumed minority as "bro-

ken". This paper shows how a re-conceptualization of autism can be

not only philosophically better justified but also beneficial to autists

and public alike.

1 INTRODUCTION

The diagnosis of autism and autism spectrum disorders dates to the

1940s. Until relatively recently, they were considered extremely rare;

but, as Newschaffer and colleagues [14] write, “today, the prevalence

of ASDs is understood to be many times greater, with the condi-

tion now thought to be second only to mental retardation among the

most common developmental disabilities in the United States”. The

growth in autism diagnoses is far from unique, if one considers other

conditions falling under the broad heading of mental health. In 1988,

there were 500,000 reported cases of attention deficit hyperactivity

disorder in the States. By 2007, that number had risen to 4,000,000.

Various reasons have been put forward for these trends: not least

the possibility that these diseases or disorders are more prevalent than

previously thought; or that they are, for less than fully understood

reasons, becoming more prevalent. At the same time, various peo-

ple have noted the financial incentive for the pharmaceutical compa-

nies to encourage the labeling of phenomena as diseases requiring

medication, with all the more profit to be made from chronic dis-

eases requiring long-term medication. Others would put the finger

more broadly on the politics of healthcare funding: a definite diagno-

sis with a clear treatment plan comes with a much more predictable

cost.

What is most interesting for my purposes, however, are the often

unstated philosophical – often, specifically metaphysical – assump-

tions that lie behind contemporary professional and public under-

standing of mental health issues. Modern science has taken a prin-

cipled stand against supernatural explanations and against Cartesian

1 Centre for Cognitive Semiotics, University of Lund, Sweden; email:
joel.parthemore@semiotik.lu.se.

Figure 1. Bar chart of the number (per 1,000 U.S. resident children aged
6–17) of children aged 6–17 who were served under the Individuals with
Disabilities Education Act (IDEA) with a diagnosis of autism, from 1996

through 2007. Reproduced under Creative Commons License from
http://commons.wikimedia.org/wiki/File:US-autism-6-17-1996-2007.png.

divisions of mental thought from physical matter. All phenomena, it

is said, have a natural and physical explanation: positions known re-

spectively as naturalism and physicalism. Such a position might or

might not be valid. What is significant for my purposes is the partic-

ular way in which naturalism and physicalism are frequently if not

generally cashed out – not assisted by the common failure to define

either term but rather take them as understood.

This raises two problems. Mental phenomena get reductively

treated as just another form of physical phenomena, setting up what

I claim is a false equivalence between physical disorders and men-

tal ones. The very term “mental illness” implies this. Illnesses are

physically localizable phenomena, whereas I argue that mental phe-

nomena simply are not, in general, localizable in the same way as

physical ones. Illnesses come with a certain script: when one is ill,

one goes to the doctor for treatment; one receives drugs or is given

some specific treatment plan; one hopes for a cure or at least an ame-

lioration of symptoms. If mental health issues are, indeed, a different

order of things, then they call for a different set of scripts.

The muddled understanding of mind’s relationship to matter gives

rise to further conceptual confusions: in particular, a frequent ten-

dency to conflate things that legitimately are disorders from things

that are not. Autism may not be considered an illness, but it is com-

monly referred to as a disorder and treated as a disability (an even

more vague and problematic term). All of these terms – disorder, ill-

ness, disability – are loaded with conceptual baggage. I argue that

much of what is considered to fall within autism spectrum disorders

– as well as other phenomena that are not considered diseases but are
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considered disorders – should better be understood in more neutral

terms, as expressions of cognitive diversity, where that diversity is

ceteris paribus a potential benefit and not liability to society.

Several caveats are in order. First, I am neither a psychologist nor

psychiatrist, and nothing I say here should be taken to imply other-

wise. I am a philosopher of mind with a particular interest in how

people organize their conceptual understanding of the world, espe-

cially their ability to conceptualize the “same things” in multiple,

equally valid but often mutually exclusive, ways. I ascribe to a school

of philosophy known as enactivism that implies a different, albeit de-

cidedly non-Cartesian, understanding of the relationship of cognitive

and biological self: one that has been well explored in some domains

but not when it comes to issues of mental health and cognitive dys-

function. Second, I am not claiming that autism does not exist nor

that it is, as some radical constructivists might have it, a purely social

construction. Finally, I am certainly not denying that autism, as with

all mental phenomena, has a substantive physical basis, nor that there

are not forms of autism that are legitimately understood as disorders.

Rather, my concern is with how autism (broadly understood) is con-

ceptualized – both professionally and publicly – as well as with how

that conceptual structure then prejudices how people who are labeled

with autism spectrum disorders get treated.

My primary interest in writing this paper is to demonstrate the

practical consequences of adopting an enactive perspective. One

of the frequently heard complaints about Andy Clark and Dave

Chalmers’ extended-mind hypothesis [5, 4] – in some ways, a close

cousin of enactivism – is the lack of practical benefit to adopting

the position: see e.g. [25, p. 15]. People understandably want to see

how empirical research proceeds any differently. If it does not, then

the philosophy looks like so much armchair theorizing. I think that

mental health is a particularly fruitful area for applying enactive phi-

losophy; this paper will attempt to explain why. I focus my attention

on autism because, although some mental health issues are untenden-

tiously labeled disorders, the labeling of autism spectrum phenomena

as disorders has, in many cases, been hotly debated.

I proceed from the conviction – argued for in e.g. [18, 16, 17, 20]

– that, as a general rule, conceptual frameworks do not have priv-

ileged access to the truth in any ontologically prior sense. Change

the conceptual framework and, in a very real way, you change the

world. Change the way mental health issues are conceptualized, and

you will unavoidably change how they are addressed.

I proceed as well from personal motivations, having had close

friends who were diagnosed Asperger’s (a separate diagnosis from

autism spectrum disorders in DSM-IV2 but included under autism in

DSM-V). Although I have never been tested in a clinical setting, I

myself score quite high on one of the standard tests used to diagnose

Asperger’s. I have close friends and family who have been diagnosed

at one time or another with various other illnesses, diseases, or dis-

orders, including schizophrenia, manic-depressive disorder, and de-

pression. If any or all of these can or even should be approached

differently, I want to understand how.

Section Two introduces enactivism, a school of philosophy with

roots in the work of Humberto Maturana and Francisco Varela from

the 1970s onward, with its distinctive, co-creational view of the rela-

tionship between agent and environment. Section Three sets forth the

argument for an alternative conceptualization of mental “disorders”

in general and autism spectrum disorders in particular, contrasting it

with prevailing views in American and European psychiatry. Section

Four considers the consequences of such a radical reconceptualiza-

2 The American Psychiatric Association’s Diagnostic and Statistical Manual
of Mental Disorders.

tion and offers some prescriptions for the way forward.

Along the way, there are a number of pitfalls I would seek to avoid.

I suggest labeling many disorders – including high-functioning

autism and Asperger’s – as instances of cognitive diversity. Yet, for

all my desires to avoid conceptual baggage, “diversity” is, itself, a

loaded word, scorned by many for its supposed political correctness.

I aim to attack certain – what I see as naive – naturalist and physi-

calist positions. At the same time, I want to avoid any endorsement

of non-physicalism, supernaturalism, or metaphysical idealism.

Some would call autism the easy case. A too-cursory reading of

this paper might suggest the conclusion that mental disorders do not

exist: a position that certainly has been argued for, most notably by

Thomas Szasz [27], but is not one I wish to adopt here. Finally, oth-

ers would say that my position is just social psychiatry recycled. I

need to show what is new here, beyond just the language of enactive

philosophy.

2 ENACTIVISM

Associated in its origins with people such as Francisco Varela, Hum-

berto Maturana, Evan Thompson, and Eleanor Rosch and with books

such as The Embodied Mind [29] and The Tree of Knowledge [13],

enactivism emphasizes the interaction of the individual with her en-

vironment in all sorts of boundary-transgressing ways; and much is

made – if not always well explained – about the co-creation of agent

and environment. As the poet Antonio Machado writes, “wanderer,

the road is your footsteps, nothing else; wanderer, thee is no path,

you lay down a path in walking” (quoted in [28, p. 63]).

It endorses notions of situatedness (an agent is always embedded

in a particular physical and – for some agents – social environment),

embodiment (an agent always takes a particular physical form), and

extended mind (mind extends into the world in a way that body does

not), even while it tends to complain that none of these, on their own,

go far enough.3 It reserves particular criticism for extended mind for

suggesting that cognition is mostly in the head when, on an enactive

account, cognition is not in the head at all but “in” the interaction:

i.e., cognition is physically realized, but it is not, itself, a physical

entity (with e.g. dimensions of length, width, height, volume, mass).

Neither can it be reduced to one nor can any straightforward story be

told of how arises from one.

Rather – on reflection – it is the product of a different perspective

to the usual perspective of empirical science, in which the role of the

observer downplayed, ignored, or denied altogether. When it comes

to matters of mind, consciousness, cognition – wherever one looks,

the observer is there, from the beginning. As Maturana writes [12,

p. 30], “everything that is said, is said by an observer to another

obserer that could be himself.” The irreducible role and influence of

the observer is key: the observer changes the observed merely by her

presence.

As I argue in [19], it is part and parcel of human cognition to toggle

incessantly between these two perspectives on the world: one that we

might call “mental”, the other “physical”. Both are necessary even

as they are ultimately unreconcilable into a single, joint perspective.

Thus, only one can be the focus of our attention at any given time.

With its tendency toward practical if not necessarily metaphysi-

cal antirealism – by which I mean the inseparability, in practice or

in principle, of mind from mind-independent world, for any agent

who has a mind – enactive philosophy poses a number of challenging

questions to contemporary popular and clinical treatment of mental

3 Contrast this with e.g. Robert Rupert [25, 26, 24], for whom embeddedness
and embodiment is precisely where one should stop.
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health issues in general and – the focus of this paper – autism spec-

trum disorders in particular.

Is autism legitimately labeled a disorder? If it is sometimes a dis-

order, is it always one? What does it mean to be a disorder, anyway?

Where is the disorder located? (Whose disorder is it?) If it is to be

viewed – at least sometimes – as e.g. cognitive diversity rather than

disorder, how does that change how we treat it? What is the appropri-

ate role of neurology – for enactive philosophy certainly agrees that

it has one – and to what extent can it meaningfully be separated from

the rest of the holistic entity that is an individual, when it comes

to matters of mental health? That is, do mental phenomena, unlike

straightforwardly physical phenomena, press firmly toward a holistic

rather than reductionist account?

3 RECONCEPTUALIZING AUTISM: THE
ARGUMENT FROM ENACTIVISM

To the enactive perspective, nearly everything comes back to interac-

tion. Life is movement, and meaning arises out of interaction: the in-

teraction of an agent with her physical and social environment. Inter-

action is a dynamic, ever-changing process that varies from individ-

ual to individual. This has two consequences for conceptual frame-

works:

1. If movement is life, then stasis is death. No conceptual framework

can be immune to change. To the extent that a given framework

stops changing, it stops being applicable to a world that is chang-

ing. To the extent it denies the change it is undergoing, it becomes

opaque to itself.

2. If no two interactions are ever precisely the same – if interaction is

not, ultimately, the sort of thing that can be reified anyway – then,

at least for most domains, no conceptual framework can ever claim

to be the right framework, and one must allow the possibility of

multiple – possibly mutually exclusive – frameworks each with

some degree of validity. The question becomes: what are the prac-

tical advantages and disadvantages of going with one framework

rather than another?

Autism spectrum disorders are all about an autist’s supposed lack of

interaction – or lack of “normal” interaction – with her environment.

For the same reason there can be no “brain in a vat”interacting only

with itself, entirely cut off from its environment – here I refer the

reader to Hilary Putnam’s classic thought experiment [22] – so, too,

enactivism renders the notion of an agent removed from (interaction

with) an environment incoherent. The autist’s problem – to the extent

that there is a problem – cannot be lack of interaction but the type of

interaction. Depending on where one falls on the autism spectrum –

depending on whether one has the now deprecated diagnosis of As-

perger’s instead – typically cited signs of autism in children include4:

• Difficulty mixing with other children.

• Difficulty expresing needs, often using gestures instead of words.

• Inappropriate laughing or giggling.

• Inappropriate attachment to objects.

• Lack of eye contact.

• Lack of fear of danger.

• Apparent insensitivity to pain.

• Apparent pleasure in spinning objects.

• Preference for being alone.

4 I an uncertain of the original source on this list, nearly matching versions
of which can be found in many places in the literature and on the Internet,
e.g. http://www.asaetc.org/asahome/?page_id=416.

• Over- or underactivity.

• Unresponsiveness to normal teaching methods.

• Unresponsiveness to verbal cues; tendency to act deaf.

• Insistence on routines.

• Sustained odd play.

• Avoidance of physical contact, such as cuddling or hugging.

• Uneven motor skills.

Figure 2. Quinn, a boy of approximately 18 months, seen intently stacking
cans. Reproduced under the Creative Commons License from

http://upload.wikimedia.org/wikipedia/commons/c/ca/Autism-stacking-
cans_edit.jpg.

What matters is not the precise contents of the list but the over-

all picture they create: social awkwardness crossing over, in extreme

cases, to dysfunction; lack of attention to social cues; difficulty with

socially complex environments; perception to others of “not fitting

in”; and so on. The autist’s social environment is key; and it is to

the social environment one must look for any better understanding of

autism.

To answer the question, is autism legitimately labeled a disorder?,

one must first, of course, decide what is a disorder. With its emphasis

on engagement and interaction, enactivism suggests a practical ap-

proach: is the autist – at least, the adult autist – able to meet her basic

physical and emotional needs or not? What is her self-measure of life

satisfaction? If she is happy with her life and she is able to meet her

basic needs then, enactivism suggests, she does not have a disorder.

Misconceptions about autism abound – and not only in the general

public. There is a widespread conception that autists suffer greatly

and are generally unhappy people. Although this may be true as

a general rule – and longitudinal research seems to support this –

there clearly is a great deal of individual variation, even in cases of

low-functioning autism; as Audrey Burgess and Steven Gutstein ac-

knowledge [3, p. 80], “QoL [quality-of-life] research for people with

autism is lacking.” As both they and Jo Renty and Herbert Roeyers

[23] report, much has to do with how the social environment engages

with the autist. As Renty and Roeyers write [23, p. 511], in some-

what dry, technical language, “support characteristics are related to

quality of life in adults with ASD, whereas disability characteristics

are not.” If autists are unhappy people, they are not intrinsically so.
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At the same time, it is commonly believed that autists do not need

other people and thus do not experience loneliness; clearly, this is not

the case, either: so e.g. Nirit Bauminger and Connie Kasari [2] report

that (high-functioning) autists show higher levels of loneliness than

the background population. What gets taken as a lack of interest in

social engagement may simply be a failure to know how to commu-

nicate: a failure that can, needless to say, go both directions.

It seems that part, if not much, of the time – given the appropriately

supportive environment – autism spectrum phenomena need not be

understood as disorders at all. Where they are appropriately labeled

as disorders, an enactive perspective is inclined to locate the disor-

der neither in the agent nor in the environment but “in” the interac-

tion – with responsibility, if you will, to be shared. Here is where

an enactive perspective on mental health distinguishes itself from so-

cial psychiatry, broadly understood: if it sees the currently dominant

biopsychiatric model as too focused on the agent to the exclusion

of her environment: i.e., too internalist; then it sees social psychia-

try as too focused on the environment, to the exclusion of the agent:

i.e., too externalist.5 Internalism and externalism are both extremes

to be avoided, even if one is necessarily pulled, at any given mo-

ment, to one or the other perspective. Which perspective is currently

appropriate depends very much on the questions one is asking and

the applications to which one intends to put the answers. If one is

looking for causal factors then – enactivism suggests – a holistic,

environment-embracing perspective is needed, and the appropriate

model of causality is likely circular rather than linear (cf. [20, p. 297],

[16, pp. 142-143]). If one is looking for interactions with physical

health – and one should always expect to find such interactions! –

then a more reductionist perspective that downplays or even largely

excludes the environment is more appropriate. Enactivism would in

no way deny that there are significant differences in e.g. the brains

of autists versus the background population; the question is rather

how much these are causal and how much the product of the autist’s

peculiar form of interaction.

The enactive criticism of the biopsychiatric model – as I am por-

traying it – rests on three key points: what I call the problem with

physicalism, the problem with naturalism, and the problem with dog-

matism.

3.1 The problem with physicalism.

Sure: ceteris paribus, substance monism is to be preferred over sub-

stance dualism. It is difficult to find anyone who clearly endorses a

substance dualist account: it is controversial among Descartes schol-

ars whether Descartes himself did (see e.g. [1, 15]).

One can call that substance “physical” if one likes; but how well

do we grasp what it means to be physical stuff, except in a rough-

and-ready everyday way? As with my reading of enactivism, the

neutral monist – and here one finds such names cited as Spinoza,

William James, and Bertrand Russell – is inclined to see one sub-

stance viewed from necessarily two perspectives: necessarily two,

because of our inability to step outside of our observational system

to “see things as they really are”. In particular, an enactive perspec-

tive is inclined to question the common assumption that the relevant

physically grounded explanations are necessarily physically localiz-

able. If mind extends substantively into world, they very well may

not be.

5 Indeed, this is my criticism of Alva Noë’s brand of enactivism in [20].

3.2 The problem with naturalism.

If possible, even less effort is made to define naturalism than physi-

calism. Assumptions that “everyone knows” what one means may be

dangerous. In most uses, it seems to amount to something like “able

to be given a complete and consistent account, with no explanatory

residue”. If Douglas Hofstadter (see e.g. [6, 7]) – among many oth-

ers – is right, and human cognition is knowably bounded even as the

universe is not, then not everything can be “fully” naturalized (most

particularly, perhaps, ourselves). Some things will be more amenable

to naturalistic explanations than others, and some will resist any such

explanations quite robustly. I believe in tesseracts and hyperspheres,

but I do not think that makes me a supernaturalist! An approach to

mental health that lets go of the need always to naturalize may be

more open to an approach that is as much art as science.

3.3 The problem with dogmatism.

The current biopsychiatric model clearly assumes the possibility of

one correct conceptual framework. I have already called that into

question. The assumption that there can be one correct model just is

one definition of dogmatism. Such an assumption is valid if and only

if one can truly know that one is right (and not just know, but know

that one knows). Enactivism shares the anti-dogmatic inclinations of

American pragmatism – I have in mind such people as William James

[8] and Charles Sanders Pierce [21] – and, going further back in time,

the ancient Greek school of Pyrrhonism, a very fine account of which

is offered by Per Lind [11]. Given my perspective on enaction, I find

particularly appealing the Pyrrhonian solution to dogmatism, which

is to exploit cognitive conflicts and contradictions to tear down the

existing conceptual framework and allow a new one. The biopsychi-

atric model with its strongly internalist bias is, I believe, ripe for such

attack.

4 THE FRUITS OF RADICAL
RECONCEPTUALIZATION

As a generalization of Thomas Kuhn’s [10, 9] notion of paradigm

shifts, by which he described the wholesale conceptual change of

scientific frameworks within the scientific community, I prefer the

term radical reconceptualization: the wholesale replacement of any

conceptual framework by another [18], something that the Pyrrhon-

ists saw as an ongoing, iterative process. Like conceptual change on

any level, the discontinuities implied by radical reconceptualization

assume underlying continuities. It is never possible to throw every-

thing out and start over; the trick is knowing what to discard and

what to keep. In the broader context, radical reconceptualization is a

powerful tool allowing us to reconceptualize our world by reconcep-

tualizing ourselves, and vice versa. In the context of mental health

issues, the time is ripe to take a fresh look at illnesses, disorders, and

disabilities.

Enactivism offers a fresh approach in part inspired by, but go-

ing beyond, social psychiatry, with its reaction against the overly

agent-centric model: one that permits a more flexible, more nego-

tiable boundary between mentally well / “normal” and mentally de-

viant / disordered / diverse. In the case of autism spectrum disorders,

it holds out the promise of attaching less stigma to, and facilitating

more positive contributions to society from, in particular – but by

no means exclusively – high-functioning autists and those diagnosed

with Asperger’s. Just as society should take seriously the paraplegic

who insists that he is not disabled, it can see the autist not as a broken
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individual but as one with a different way of looking at and engag-

ing with the world. As the well-worn saying goes, autism is “Always

Unique, Totally Interesting, Sometimes Mysterious.”
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Epistemic Actions in Attachment Relationships and the
Origin of the Socially Extended Mind

Dean Petters 1 and Everett Waters 2

Abstract. Attachment Theory describes how humans possess a
strong innate predisposition to emotionally attach to familiar peo-
ple around them who provide physical or emotional security. When
infants learn to trust in intimate and enduring relationships they will
tend to use their carers to extend their minds. Such cognitive exten-
sion is likely to impact mental health by helping infants reach the
upper limit of their cognitive performance. Conversely, a caregiver’s
failure to gain ‘epistemic trust’ may act as a contributory risk factor
for multiple later psychopathologies

1 ATTACHMENT RELATIONSHIPS AND THE
EXTENDED MIND HYPOTHESIS

The extended mind thesis in cognitive science suggests that entities
in the external environment may interact with internal mental pro-
cesses in such a way that these entities can be seen as extensions of
the mind itself [4, 5]. Cognitive extension is usually cast in terms of
extending the mind onto inorganic objects in the environment, such
as a mathematician doing their ‘working’ on paper. However, ex-
tension onto external agents (such as caregivers, teachers, friends or
work colleagues) is not ruled out in this approach. For cognitive ex-
tension to involve extension of mental states onto an agent rather than
an inorganic object, the agent must be strongly trusted, relied upon
and accessible as an information provider [5].

There are many adult occupations where intense social interaction
and information transfer occurs between workers jointly undertaking
complex information critical tasks. When trust is built up over time
or through training - in surgical teams, between police partners, or
in small military groups, then individuals may use other people to
extend their own cognition. However, such adult work related exam-
ples of social extension of cognition are not the focus of this paper.
Instead this paper will concentrate on considering how examples of
social extended cognition may occur when caregivers provide exter-
nal cognitive support to infants and children (whilst also considering
attachment partnerships between caregivers and adolescents and be-
tween adult romantic partners).

The idea that infants, older children and even adult attachment
partners all look to their carers as information sources about the
broader world is a familiar one. For example, social referencing and
joint attention are both well studied topics in developmental psychol-
ogy [3]. From the perspective of the socially extended mind, infant
social referencing and joint attention between infant and carer may
be seen as physical actions that make the infant’s mental computa-
tions faster, more reliable or less effortful by actually incorporating
the carer’s help within those cognitive operations. Socially extended

1 University of Birmingham, UK, email: d.d.petters@cs.bham.ac.uk
2 SUNY, Stony Brook, USA.

cognition in infant-carer dyads are likely to be asymmetric - with
caregivers providing the extra support and the infant’s cognition be-
ing extended. So, if a carer (as part of the environment) is coupled to
an infant’s cognitive system in the right way, they become part of the
infant’s mind. This approach is therefore treating the infant cognition
as occurring ‘outside’ and well as ‘inside the head’.

How well can the affordances provided by a carer match the in-
fant’s cognitive requirements? How well can carers support higher
performance cognition in infants? How closely coupled can infant
computational needs and carer response be? The psychoanalyst Don-
ald Winnicott remarked that: “There is no such thing as a baby, only
a baby and a mother” [14, page 39]. Winnicott’s view of a closely
integrated mother-infant dyad is consonant with the idea of carers
extending the minds of infants they care for. What this means is that
if the infant’s ongoing computational needs are met by sensitive and
timely support from his or her carer then we might say that the carers
cognitive support has become part of the infant’s extended mind.

Clark shows how language extends minds:

“First, the simple act of labelling the world opens up a
variety of new computational opportunities and supports the
discovery of abstract patterns in nature. Second, encountering
or recalling structured sentences supports the development of
otherwise unattainable kinds of expertise. And third, linguistic
structures contribute to some of the most important yet concep-
tually complex of all human capacities: our ability to reflect on
our own thoughts and characters and our limited but genuine
capacity to control and guide the shape and contents of our
own thinking” [4, page 44]

From our current perspective of exploring how attachment figures
may extend infant minds we can see that they may be viewed as
fulfilling the same three roles that Clark ascribes to language. That
is, caregivers can also help label and conceptualise, structure, and
facilitate self-reflection.

In developing a framework to explain the origin of the socially ex-
tended mind, this paper draws upon Attachment Theory as an exist-
ing well-developed theory which is focused upon long term intimate
social and emotional interactions, including how trust is formed and
can be lost in close relationships. Attachment Theory is also based
upon an information processing foundation which facilitates theoriz-
ing in terms of internal and external cognition. Serving as mind ex-
tension is clearly part of what attachment theorists mean when they
say that an attachment figure enables one to ‘live a bigger life’ than
would otherwise be possible. After showing how the information
processing foundation for Attachment Theory leaves it well placed
to be augmented with inclusion of socially extended mind mecha-
nisms, this paper will assess how an Attachment Theory extended in
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this way is relevant to mental health issues.

2 INTRODUCTION TO ATTACHMENT
THEORY

Prior to the second war, medical and social scientists understood very
little about the nature of human relationships and the security they
can bring to an individual. Then, about the time that Alan Turing was
making brilliant contributions to his country’s security and the field
of cybernetics was being formed, the child psychiatrist John Bowlby
began publishing seminal insights into the nature of the child’s tie
to its carers and the origins of interpersonal security. Bowlby’s at-
tachment theory grew to include insights from numerous disciplines
including psychoanalysis, ethology, cybernetics, cognitive and devel-
opmental psychology, and artificial intelligence [2]. The theoretical
framework provided by Bowlby has structured and focused the em-
pirical observations of attachment interactions in diverse contexts.
These contexts include interactions between infants and children and
their caregivers; between romantic partners in adolescence and adult-
hood; in typical and pathological populations; and observing attach-
ment relations from a biological and comparative psychology per-
spective. Together they provide a rich description of attachment re-
lated affect, behaviour and cognitions, and information about the
contexts in which they occur - information essential to building and
evaluating computational attachment models and simulations [11].

Bowlby’s initial research focus was towards understanding partic-
ular normative attachment related social and emotional phenomena
such as: the separation distress exhibited by children when they or
their mothers were absent due to the infant’s or mother’s hospitaliza-
tion; the effect of early maternal deprivation on later development;
and grief and mourning in infancy [2]. One of Bowlby’s early goals
was to construct a scientifically respectable attachment motivation
theory that could account for an infant behaviour’s sensitivity to so-
cial context. To accomplish this, he first turned to ethology and de-
veloped a framework that described the attachment system as an in-
stinctive behaviour system. However, in his more mature theoretical
work, Bowlby drew increasingly on control systems theory and on AI
based representations such as internal working models (IWMs) and
hierarchical plans. This means that the information processing ex-
planations for attachment phenomena can be integrated with newly
proposed information processing structures and mechanisms - such
at those suggested by the Extended Mind framework [12].

3 THEORETICAL FOUNDATIONS OF
ATTACHMENT THEORY

3.1 Ethological underpinnings
Attachment Theory is an evolutionary theory which was founded
upon the Behaviour System concept from Ethology. In this frame-
work Behaviour Systems control behaviours such as mating, fight-
ing and feeding. Each Behaviour System carries out a species spe-
cific function, and has survived in the genome because its functions
contribute to biological fitness. Therefore Behaviour Systems are re-
lated to one meaning of the term ‘instinct’ [10]. The Behaviour Sys-
tems that Bowlby linked to attachment behaviour in human infants
are the attachment, fear, sociability and exploration systems [2]. The
behaviour systems most closely related to attachment are inherently
motivated [9]. This means that infants will work to experience ex-
ploration, socialisation and security. These outcomes are therefore
primary drives that are not activated as the by-product of any more
fundamental process.

Behaviour Systems within the Attachment Control System allow a
flexible repertoire of behaviours to be produced when pursuing cur-
rently active goals. What defines the attachment control system and
its constituent behaviours is the outcomes that reliably follow from
activating these behaviours. For example, if an infant is anxious and
its current goal is to increase its proximity to a carer the infant may
cry (which predictably brings the carer closer), or crawl towards the
carer themselves. Of course, crying and crawling may also be ac-
tivated by other behaviour systems, such as, respectively hunger or
exploration.

For Bowlby, behaviours resulting from the attachment behaviour
system and the fear system have the predictable outcome of main-
taining access and proximity to its primary carer. They might also
involve facilitating access to the benefits of cognitive extension.

3.2 The attachment control system involves a
hierarchy of forms of information processing

Attachment behaviours can be observed from infancy to adulthood.
In adulthood contexts range from caregiving to romantic relation-
ships. So it is unsurprising that a diverse range of information pro-
cessing structures and mechanisms have been invoked to explain the
diversity of empirical findings. From Ethology, Bowlby introduced
relatively more simple concepts and mechanisms. In addition to the
Behaviour Systems concept mentioned in section 3.1, other etholog-
ical concepts drawn into Attachment Theory include Reflex Actions
and Fixed Action Patterns. Bowlby also showed how these ‘simple’
mechanisms can interact in complex ways by chaining and alterna-
tion. Behavioural patterns arising when fixed action patterns have
been trained into complex sequences can be mistaken for behaviours
directed by more complex goal corrected mechanisms because of the
sensitive matching of response to stimuli.

Goal corrected feedback mechanisms were also introduced by
Bowlby from control systems theory and cybernetics to play an im-
portant part in the ‘purposiveness’ of the attachment control sys-
tem framework. Whereas younger infants may produce complex be-
haviour by chaining and training of simple mechanisms like reflexes
and fixed action patterns, older infants, children and adults use more
complex control mechanisms. Simple and complex mechanisms co-
exist, with each sometimes overridden by the other. So higher level
processing afforded by cognitive extension should integrate with
lower level processing.

Bowlby invoked internal working models (IMWs) and plans as
explicit internal representations in the attachment control system.
The internal working models (IWM’s) concept was used to repre-
sent models of self and other in attachment relationships. In this
role IWM’s do not capture every aspect of reality but enough that
the child can formulate plans and make decisions in relation to at-
tachment goals. IWMs represent attachment related world knowl-
edge and expectations about its caregiver’s availability and respon-
siveness. These expectations are derived from the carer’s past per-
formance. According to Bowlby simple plans can be formed when
several goal corrected steps are chained together, and each step must
be completed before the next step is taken. More complex plans were
also proposed where simple plans were formed into plan hierarchies.
Ultimately plans come to be represented linguistically.

According to Bowlby, natural language is the ultimate and most
sophisticated way in which individuals can represent themselves
within their social environment. A benefit of the non-communicative
aspect of language is that the possession of language allows more
flexible and imaginative plans and subplans to be created. Bowlby
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noted that linguistically formed representations also have the benefit
that “instead of each one of us having to build his environmental and
organismic models entirely for himself, he can draw on models built
by others” [2, page 82].

This paper is thus an attempt to integrate Bowlby’s idea that we
can rely upon models built by others with the conceptual framework
provided by the extended mind concept. In this integrated view, we
not only reply upon models built by others, but these models are also
held ’externally’ and we access these models through our attach-
ment figures. Sometimes, extended cognition may occur in attach-
ment interactions in an enactive manner. For example, in infant can
be viewed as possessing embodied enactive models of physical hold-
ing and will therefore expect to ‘sink in’ to a greater to lesser degree
when being held according to their particular enactive model built
from previous experience. However, Attachment Theory includes
structural elements such as secure-base scripts which are not enactive
but rather originate from a more traditional computational and rep-
resentational approach within Cognitive Science. Attachment Theory
therefore provides an explanatory framework where these diverse ap-
proaches are intimately and naturally linked. So one contribution of
developing an extended mind approach to attachment phenomena is
it provides a canonical example of social extension which also inte-
grates a traditional computational and representational approach to
explaining behaviour with enactive explanatory elements.

According to Bowlby the attachment control system develops
from being reliant on simple mechanisms such as reflexes through
many intermediate forms to finally being mediated by complex high
level representations such as natural language. During this process
of change there is often stability in the individual differences in be-
havioural patterns exhibited by individuals. This continuity is in part
explained because often early appearing fragments of instinctive be-
haviour are integrated into later appearing complete sequences with
their normal mature functional consequences. Cognitive extension is
an additional cause of stability over time.

These developmental processes described by Bowlby involve in-
timate interaction between lower level processes, such as simple re-
flexive responses, and emerging higher level structures and mech-
anisms. New resources are created over time. Integrating elements
into a system depends on (i) biases in infant learning abilities and
(ii) information/structure in the expectable caregiving environment.
The control system as proposed by Bowlby is not just preformed
and waiting to be triggered or maturing without experience, but its
rather constructed - through interaction between infant learning abil-
ities and information available in the structure of the caregiving envi-
ronment. This theoretical approach provides a ready framework to fit
with extended mind mechanisms. A cognitively extending carer can
provide access to resources which mesh with those already possessed
internally.

4 ATTACHMENT THEORY - FROM PHYSICAL
PROXIMITY TO INFORMATION PROVISION

Attachment Theory describes how our closest relationships develop
and function across the life span. Attachment bonds are formed early
in infancy and can reform and develop through the life-span. The
hallmarks of attachment include (a) preference, (b) familiarity, (c)
relative uniqueness, (d) identity, (d) use as a secure base, and (e)
grief and mourning in response to loss [13]. So typically, only a
very small number of attachment bonds are formed, most often with
primary caregivers and, later, partners in enduring relationships and
one’s offspring. In infancy, as in adulthood, we tend to form attach-

ment relationships with only one or a few figures at a time. Any of
these may serve as a secure base from which to explore and a haven
of safety. Early in life secure-base behaviour may be observed when
infants attempt to gain and retain physical proximity with their at-
tachment figures. Later in life adolescents and adults may retreat to
their attachment figures without gaining physical proximity by using
communications technology to make emotional contact.

Whilst Bowlby was setting out the information processing under-
pinnings for Attachment Theory, Mary Ainsworth and co-workers
[1] studied how differences in infant-care interactions can affect the
course of emotional and social development and the growth of at-
tachment. The focus on individual differences in attachment status
and development led to an empirically productive new direction for
attachment research. Much of the contemporary attachment research
on mental health issues and psychopathology is linked to individ-
ual differences attachment categories derived from the Strange Sit-
uation Experiment [1]. This is not an experiment where infant-carer
dyads are randomly assigned to different conditions in the laboratory.
Rather it is a standardised laboratory procedure where all infants are
presented with the same controlled and replicable set of experiences.

To capture infant responses to changes in context, the Strange Sit-
uation procedure consists of 8 three minutes episodes which are de-
signed to activate, intensify or relax the one-year-olds attachment be-
haviour in a moderate and controlled manner. The infant and carer
enter the laboratory setting together, but then undergo a separation.
The carer leaves from the room, before a reunion in a subsequent
episode. As the first reunion episode ends the infant meets an unfa-
miliar stranger in the laboratory, before a further separation. In each
episode infant behaviour is carefully recorded from behind a two-
way mirror. In the final episode the mother is reunited with her one-
year-old infant after the infant has been left alone for three minutes
in the unfamiliar setting.

The infants responses to context changes that occur in the tran-
sitions between the eight episodes demonstrate typical normative
trends. For example, infants, irrespective of home environment, typ-
ically exhibit increased distress when their carer leaves the room so
the infant is left with a stranger (in episode four) or completely alone
(in episode six). Nested within the normative trends are several pat-
terns of response reflecting the infants confidence in the caregivers
response patterns. The infants response in the reunion episodes cor-
relates strongly with patterns of maternal behaviour and infant re-
sponses intensively observed throughout the previous year. There-
fore a key finding of the Strange Situation, and which makes it such
a valuable research tool, is that infant behavioural patterns observed
when the carer returns to the infant after a separation (infant-carer re-
unions occur in episodes five and eight) provide the best short-hand
classification for the attachment behavioural patterns of infant and
carer observed at length in the home environment (1).

Individual differences in the Strange Situation cluster into four
patterns:

• Secure (type B) infants form the largest proportion in non-clinical
populations and secure behaviour is the reference pattern against
which the other classifications are evaluated. Infant responses in
reunion episodes in the Strange Situation include approaching
their mothers in a positive manner and then returning to play and
exploration in the room quickly. They receive care at home which
is consistently sensitive, more emotionally expressive and pro-
vided less contact of an unpleasant nature; at home these infants
are less angry and they cry less.

• Avoidant (type A) infants typically make up the second largest
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proportion of non-clinical populations. Infants responses in re-
union episodes in the Strange Situation include not seeking con-
tact or avoiding their carers gaze or avoiding physical contact with
her. These children return quickly to play and exploration but do
so with less concentration than secure children. Whilst playing
they stay close to and keep an eye on their carer. It may seem that
they are not distressed or anxious in the Strange Situation. How-
ever, research employing telemetered autonomic data and salivary
hormone assays has demonstrate that, despite their relative lack of
crying, avoidant infants are at least as stressed by the procedure as
secure and resistant infants. Their care at home is consistently less
sensitive to infant signals and less skilled in holding the baby dur-
ing routine care and interaction. At home these infants are more
angry and cry more than secure infants.

• Ambivalent (type C) infants typically make up a small but measur-
able proportion of non-clinical populations. Infants responses in
reunion episodes in the Strange Situation include not being com-
forted and being overly passive or showing anger towards their
carers. These infants do not return quickly to exploration and play.
Their care at home is less sensitive and particularly inconsistent.
In comparison with average levels across all groups, C type car-
ers are observed at home being more emotionally expressive; they
provided physical contact which is unpleasant at a level interme-
diate between A and B carers and leave infants crying for longer
durations. At home these infants are more angry and cry more than
secure infants,

• Disorganised (type D). This last attachment pattern has been more
recently categorised, is the least well characterised or understood,
and forms a very small proportion of infants in the general popu-
lation [8, page 26].

In a risk factors approach to psychopathology, secure status has
been suggested as a protective factor whereas the three insecure at-
tachment patterns have been suggested as risk factors for various sub-
sequent psychopathologies.

5 ATTACHMENT, MIND EXTENSION, AND
MENTAL HEALTH

Attachment Theory is a developmental theory but also an evolution-
ary theory. So we should expect that at every age, but especially in
infancy and childhood, an effective attachment figure who is a pri-
mary caregiver should possess the goal to extend their cared for in-
dividual’s mental capacities - elevating ongoing activities (enhance-
ment) and supporting development to higher performance over time
(enrichment). This might be taken to mean that an attachment figure
aids those they care for by providing certain affordances in the social
environment. This will be more important in infancy. In moment to
moment interactions, a carer (if she recognizes what her infant is up
to and is skilful and motivated) adapts her support (including extend-
ing and transforming it through the course of the interaction). She
may reach for the approaching infant, then make adjustments as it
comes close and makes efforts to be picked up. Much the same may
occur in her support for exploration.

The Strange Situation emphasises that infants attempt to control
physical proximity to their carers - by signalling to the carer or actu-
ally moving closer themselves when anxious. Or conversely moving
further away to explore when feeling safe. More recent research has
shown that young children do not just hold sensorimotor represen-
tations of the quality of their attachment relationships. For example,
attachment relationship quality can be assessed by the simple draw-
ings young children make of their families. This ‘move to the level

of representation’ is well established in contemporary attachment re-
search [8, page 36].

What is more novel in attachment research is a finding that infants
and young children may filter information that they get from their
carers according to how reliable the carer is in facilitating achieve-
ment of other goals that are not related to information gathering and
exchange. A recent empirical result has shown that securely attached
children hold a more nuanced and realistic view of their caregiver as
a provider of information than insecure children do [6]. A traditional
view in Attachment Theory is that attached children possess expecta-
tions about their carers as providers of physical and emotional care.
This new result widens this perspective to see children as appraising
the information providing qualities of their caregivers. So, in a tra-
ditional view, infants assess how effective their attachment figure is
in manipulating the physical world. In this new view infants in addi-
tion assess how reliably carers process and provide information and
may act to optimise how they can gain information from their car-
ers. We can say that secure infants tend to use their carers more in
‘epistemic actions’ (where the action is not intended to change the
state of the world but gain information about the world) [4]. Inse-
cure infants not only trust their carers less to provide security, they
also seem to trust their carers less to just provide accurate knowledge
about the world [6]. So a secure 2-5 year old might use the mother
as an extension of his/her mind. When asking for information he/she
assumes that the mother knows what is being requested and assumes
that the information provided is true and complete. Being egocen-
tric at this age, the child would not distinguish between information
sought from and provided by mother and information retrieved from
his/her own memory. That is, limited source monitoring - knowing
the answer and knowing that this is something mother told me are
not well distinguished. Interaction with the mother facilitates devel-
opment of a theory of their own mental processes and understand-
ing others mental process. As Clark notes: “The child is surrounded
by exemplars of mind-reading in action, she is nudged by cultural
interventions such as the use of simplified narratives, prompted by
parental rehearsal of her own intentions, and provided with a rich
palate of linguistic tools such as words for mental states” [4, page
67].

There is substantial evidence that for an infant, gaining secure at-
tachment status confers specific advantages in the subsequent devel-
opment of social competencies [8, page 201]. Extended mind mecha-
nisms such as use of carers in epistemic actions integrate well within
a framework showing how secure attachment promotes social com-
petence. When an infant is trusting of their carer they can use that
attachment figure to extend their own mind as well as acting as a
secure-base and haven of safety. This trusting relationship is likely
to lead to less cognitive effort being needed by the infant when un-
dertaking a range of tasks. So the extended mind mechanism pro-
vides part of a putative explanation for the upper reaches of cogni-
tive performance. Therefore, attachment security and mechanisms of
cognitive extension may be linked to good mental health in the sense
of co-occurring with effective management of relationships and en-
abling general high-level cognitive performance.

Whilst the evidence linking secure attachment to improved social
competence is relatively clear, the relationship of insecure attach-
ment to mental health is not so straightforward. There are several
possibilities for simple causal relationships between insecure attach-
ment status and psychopathology which can be discounted. Firstly,
insecure attachments are not a form of psychopathology warranting
clinical attention, and are often adaptive responses to particular care-
giving environments [8]. Secondly, empirical data show that insecure
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attachment does not have a direct causal role in the later development
of psychological disturbance. The effort to find the ’Holy Grail’ of
main effects of infant attachment on later psychopathology has so far
been characterised as a “fruitless search” [7, page 638] Thirdly, inse-
cure attachment is not even strongly linked to specific threats to men-
tal well-being. Rather, there are multiple pathways to any given disor-
der. A single disorder might be reached from a combination of other
risk factors. So in addition to early attachment relationships, other
risk factors are: child characteristics such as temperament; parental
socialisation and management strategies; and family ecology (family
life stress and trauma, family resources and social support). Also, in-
secure attachment may contribute, along with these other risk factors,
to multiple disorders [7].

A commonly accepted view is that early attachment is just one
factor among many that either add protection or increase vulner-
abilities to subsequent disorders. Attachment relationship dysfunc-
tion can give rise to serious psychopathology. For example, ‘reactive
attachment disorder’ is one of a small number of psychopatholog-
ical disorders diagnosable in young children [8, 7]. However, such
psychopathologies are linked to significant abuse and negligence by
carergivers. In contexts such as this, the presence or absence of ex-
tended mind interaction between an infant-carer dyad may not be a
clinically useful measure. Nonetheless, Attachment Theory provides
an evolutionary lense through which to view the socially-mediated
development of mind extension. Unlike theories of cognitive scaf-
folding, Attachment Theory illustrates how mind extension can in-
volve privileged access by an epistemically trusted carer to an infant.
This privileged access may be part of the optimal evolutionary ex-
pectable caregiving environment. So possessing epistemic trust in a
carer may be an important step or precursor to subsequent develop-
ments in many socio-emotional developmental trajectories towards
mental health. Therefore, failure to experience such epistemic trust
may be a contributory factor, rather than on its own push an in-
fant into psychopathology. In addition, the multiple root causes of
key psychopathology symptoms may interfere with interactions and
learning necessary to develop confidence in a caregiver’s availabil-
ity (and hence extended mind capacity). Thus these multiple root
causes and secondary and tertiary effects arising from attachment or
extended mind interactions may play a role in the development and
tuning of each other.

6 CONCLUSION

Attachment figures are situated centrally in complex interactions. At-
tachment Theory has set out details of an infant’s information pro-
cessing infrastructure which supports infant cognition in these con-
texts. Up till now Attachment Theory has focused on representations
such as Internal Working Models and plans which are held ‘within’
the infants head. In this type of tightly coupled interaction, cognitive
processes can bridge the traditionally conceived boundaries between
social actors. The extended mind thesis suggests that computational
processes:

“do not properly decompose into a neat sphere of inter-
nally achieved computations surrounded by a well behaved
nimbus of calls to the world. In place of such a neat “inside-
outside” boundary respecting cycle, we confront a bunch of un-
folding internal processes, each of which is directly issuing at
different timescales, calls both to other inner processes and to
outward-looping epistemic acts that result in cognitively cru-
cial episodes of closed-loop interaction” [4, page 73].

The thesis put forward in this paper is that some carers may be
considered ‘transparent equipment’ within the cognitive processes of
infants with whom they are attached [4, page 80]. Not every child-
carer dyad can be expected to develop mind extension. The child
needs to trust their carer epistemically as well as a secure-base and
haven of safety.

We cannot know what the two originators of Attachment Theory
would make of the extended mind approach to Attachment Theory
presented above. It is possible that John Bowlby would see parallels
to psychoanalytic ideas on the absence of self-other distinction and
its early development. Mary Ainsworth had a much more informed
and finely tuned sense of mother-infant interaction. She may have
recognised that her maternal sensitivity scales, particularly ‘sensitiv-
ity to signals’, and ‘cooperation vs. interference with ongoing be-
haviour’, [1] include similar ideas to the extended mind approach to
attachment presented above. This similarity means that the extended
mind concept is likely a useful tool for highlighting the level at which
infant and maternal behaviour are coordinated.

Further research may explore how children develop from implicit
use of mother as mind extension to explicit use. Questions include
whether there are required sequences in these kind of changes, as
opposed to trajectories that depend on various facts about the differ-
ent genomes or different environments. In addition, work should also
clarify how an extended mind approach integrated within Attachment
Theory contrasts with other developmental approaches such as those
that rely on cognitive scaffolding without affective support; and those
concerned with mind-mindedness.
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 In the Quest of an Objective Criteria for Defining 
Mental Disorder:  an Evaluation of the Framework 

Comprised by the Systemic Analysis of Functions and 
the Extended Mind Hypothesis

Mariana Salcedo Gómez1

Abstract:  The  etiological  theory  of  functions  is  the 
framework  in  which  Wakefield  develops  his  harmful 
dysfunction analysis of mental disorder. The purpose of this 
paper is double: first, object the role that plays the etiological 
theory  of  function  as  a  suitable  framework  to  account  for 
disfunction in mental disorder, and, second, suggest that the 
systemic  analysis  of  function  and  the  extended  mind 
hypothesis, could accomplish a better role in the definition of 
mental disorders as harmful dysfunctions.

1 INTRODUCTION 
The etiological theory of functions is the framework in which 
Wakefield [1]  supports  his  definition  of  mental  disorder  as 
harmful  dysfunction  (HD).Wakefield’s  proposal  is  a  critical 
and purposeful answer to the first definition included in the 
third  edition  of  the  Diagnostic  and  Statistical  Manual  of 
Mental Disorder (DSM-III-R) published in 1987 [2]. This first 
official  definition  was  qualified  as  operational  given   the 
explicit purpose of Robert Spitzer [3] and his colleagues of 
avoiding any commitment to  any theoretical framework, and 
with the intention to fulfill the demands of several groups that 
objected  the  scientific  character  and  objectivity  of  some 
psychiatric  categories.  Particularly,  a  central  issue  that 
Wakefield [1] observed in this operational definition was the 
lack  of  an  objective  criterion  for  specifying  when  we  are 
facing  "a  manifestation  of  a  behavioral,  psychological,  or 
biological dysfunction in the person", and when we are facing 
another undesirable condition that causes, as mental disorders 
do, unexpectable distress or disability to the person. Though 
Wakefield considers that this operational definition in DSM-
III-TR is similar to his harmful dysfunction approach, given 
that contains at least and ambiguous idea of dysfunction and 
an idea of harmful, this is not useful for discerning between 
mental  diseases  and  other  mental  conditions  that  are  not 
diseases. . In order to provide a framework for specifying what 
in biological terms could be judged as a dysfunction and what 
is not, and consequently discern for disease and not disease, 
Wakefield makes use of the notion of etiological function, so 
as to overcome any ambiguity. 

If Wakefield´s proposal is so relevant to the discussion of 
mental disorder definition, it is because he reaffirms  the need 
to  gather,  in  a  unified  definition,  the  value  and  scientific 
components  of  this  concept,  and the need to  clarify and to 

make  a  consensus,  if  that  is  possible,  about  the  kind  of 
biological mechanism that when suffers a failure produces the 
sings and symptoms of mental diseases. Along with Boorse’ 
notion  of  disease  [4],  in  Wakefield’s  account  of  mental 
disorder lies  the notion of function as a theoretical category 
suitable to medical field which enables to divide a system into 
smaller  and  simple  parts,  identifying  how every  part  must 
work,  the  way  in  which  it  could  fail  and  the  plausible 
consequences of this failure. Wakefield, in particular, departs 
from an evolutionary perspective of biological functions  i.e. , 
functions  that  refer  to  antecedent  causes  that  result  in  a 
specific  biological  trait  within an ancestral  population.  This 
evolutionary  perspective  is  also  known  as  the  etiological 
theory of function attribution, and is a naturalized answer to 
the teleological meaning that historically was given to the idea 
of purpose that justified the existence of live organisms and 
human artifacts.  

This  etiological  theory was a result  of  a  modern history 
approach to functions [5] that emerges in the context of the 
unificationist program of science in the decade of 1970, when 
there  was  a  renewed  interest  in  philosophy  of  biology  to 
recover  the  notion  of  function  in  order  to  maintain  the 
explanatory  autonomy  from  physics.  In  this  scenario,  two 
main  naturalized  programs  of  the  notion  of  function  were 
developed: the etiological theory,  mentioned before,  and the 
systemic  analysis  perspective.  The  etiological  theory  was 
developed initially by Larry Wright [6] in his article of 1973, 
Functions, an effort to which Ruth Millikan [7] added in 1989 
with her work In Defense of Proper Functions.  The systemic 
perspective  on functions  was  authored by  Robert  Cummins 
[8],  who,  in  1975  wrote  his  Functional  Analysis where  he 
objects, in first instance, the unnecessary reference to the past 
in  order  to  attribute  function  to  a  trait.  Cummins  instead 
pointing out that a systemic analysis of functions implies (y) 
referring to what a biological trait does, how it does it,  and 
what its contribution is to the whole system, and not to the 
causes of its being there. 

In  the  context  of  these  two  main  theories  of  function 
attribution, the etiological and systemic view, the purpose of 
this  paper  is  double,  (1)  object the suitability of etiological 
theory of function attribution as a framework to account for 
mental disorder, what means, object the harmful dysfunction 
analysis of mental disorders, and (2) evaluate the plausibility 
of  a  broader  approach  comprised  by  systemic  analysis  of 
function and extended mind hypothesis. My objection  to the 
etiological theory of function attribution has a double via. In 
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first instance, I object  the constraints that etiological theory 
imposes for attributing function to mental mechanism, given 
the natural selection history that must be appealed in order to 
characterize  functionally  any  biological  trait.  In  second 
instance, and as a consequence of the first objection, what we 
have is a very narrow definition of mental disorders, i.e., of 
the kind of conditions over which we can "justifiably" judge 
there  is  a  "real  failure"  of  a  "real  functional  mental 
mechanism".  In order to overcome the objections to harmful 
dysfunction  analysis,  at  the  same  time  that  preserve  an 
objective criteria to define mental disorder, I shall to argue that 
the systemic analysis of function proposed by Cummins [8,9], 
and the hypothesis of extended mind developed particularly by 
Clark and Chalmers [10], could be useful in the achievement 
of this enterprise.  About my second purpose, I shall to show 
the qualities of the systemic analysis of functions in order to 
suggest  that  this  is  a  more  accurate  framework,  to  better 
account  for  the  sort  of  functional  mechanism of  mind  and 
behavior, and consequently, a suitable approach for identifying 
failures  that  could  arise  in  mental,  cognitive  or  behavioral 
systems. I suggest that the unit of analysis of extended mind 
hypothesis could fits in a better way with the kind of systems 
we  need  to  bound  in  order  to  identify  and  explain  mental 
dysfunctions. 

The  proposal  of  considering  the  systemic  analysis  of 
function  and  the  extended  mind  hypothesis,  as  part  of  an 
objective criteria in the definition of mental disorder, could be 
a  solution to  the problem of  narrowness  in  HD analysis  of 
Wakefield. One, because this approach at the same time that 
wide the conception of mind and of mental mechanisms, also 
wide the  criteria  of  function  attribution in  the context  of  a 
broad  mental  system  that  goes  beyond  the  brain/mind 
conception,  and left  apart  the condition of  natural  selection 
and  adaptive  traits,  as  the  only  once  that  are  subject  of 
functional characterization.

2  BIOLOGICAL  CRITERIA  OF  DISEASE 
AND  ETIOLOGICAL  THEORY  OF 
FUNCTION IN WAKEFIELD'S DEFINITION

Scadding [11], Kendell [12] and Boorse [4] were the first to 
introduce   a  biological  perspective  of  function  in  order  to 
establish  an  objective  criterion  for  demarcation  between 
diseases and other medical  conditions.  Scadding [13],  more 
than  being  interested  in  proposing  a  specific  demarcation 
criterion  in  biological  terms,  his  main  goal  was  to  make  a 
broad  characterization  of  diseases  as  "biological 
disadvantages",  considering  that  a  very  precise  biological 
notion  was  an  useless  enterprise  in  the  context  of  such  an 
heterogeneous  spectra  of  diseases  causes  –bacteria,  virus, 
malformations, tumors, lesions-, and the irregular character of 
empirical  evidence  that  defines  them:  clinical  evidence, 
anatomical or physiological dysfunctions, or causes of disease. 
A  common  problem  observed  by  Scadding  [11]  was  the 
confusion between the name and definition of diseases with its 
causes, instead of make the right identification, for example, 
between clinical description or the underlying anatomical or 
physiological disorder.  The conviction of Scadding [11] was 
that  the  improvement  of  medical  science  will  be  directed 

through the search for etiology, which means that in the future, 
neither clinical characteristics, nor functional problems will be 
predominant in the definition of diseases. -even though some 
non-etiological  diagnostic  could  coexist  along  with 
predominant etiological diagnostics.  

In  order  to  precise  and  clarify  the  notion  of  biological 
disadvantage,  Kendell  [42]  and  Boorse  [4]  proposed, 
independently, a pair of consequences contrary to the nature 
and survival of species that could be derived in the case an 
individual is in a situation of biological disadvantage: fertility 
reduction  and  decrease  of  life  expectancy.  Boorse  [4]  goes 
further in the characterization of a biological disadvantage and 
translates this notion as a function deficit. What this means, is  
a  lack  or  a  diminished  capacity  of  an  organ  or  system  to 
perform that for which it was designed and that contributes to 
the  survival  and  reproduction  of  the  whole  organism. 
Therefore,  Boorse  [4]  defines  disease  as  a  kind  of  internal 
state that injures or harms health,  and consequently reduces 
one or more functional capacities below its typical efficiency 
(1977:555).  Boorse  [14]  adopts  a  biostatistical  approach  of 
functions. What this  means is that every functional deficit is 
measured from the standard causal contribution of a trait to 
accomplish the organism objectives, that is to say, to survive 
and  reproduce.  Scadding  [13]  considers  Boorse's  approach 
[14]  mistakenly  focused  in  a  functional  deficit  notion, 
ignoring or neglecting the variety of existing deficits in the 
medical gnosology, whereas his general notion of biological 
disadvantage  pretends  to  recover  a  natural  sense  of 
abnormality  that  could  be  present  under  different  kinds  of 
injures  in  disease  definitions.  Nevertheless,  both  Scadding 
[11] and Boorse [4], postulate as consequences of biological 
disadvantage the same results,  lowered survival and lowered 
reproductive fitness, establishing with this a characterization 
of the particular kind of harm implied when the natural order 
of  an  organism  is  altered.  In  this  point,  we  find  a  central 
difference  between  Boorse  [4]  and  Wakefield  account  of 
evolutionary notion of function. While Boorse [4] considers 
the  harm  caused  by  dysfunction  in  terms  of  reproduction 
fitness and survival, i.e., within what he considers biological 
values, Wakefield’s hybrid definition of disorder sets aside the 
harmful criterion in a normative level.  Wakefield argues that 
lowered survival or lowered reproductive fitness do not cause 
a real harm in the well-being of individuals, at least not in an 
individual scale that is relevant to diseases, even when from 
an evolutionary scale and at the level of species could cause 
an  important  decrease  in  the  population  rates  ([1]:379). 
Consequently,  Wakefield  introduces  a  criterion  of  harm, 
independent  of  evolutionary  theory  he  adopts,  and  in  that 
sense, claims that a complete account of disease must include 
a  double  component,  a  valuable  and  an  objective  one, 
proposing his harmful dysfunction analysis of mental disorder. 

From these two criteria, he concludes, is possible to claim 
that a person is diseased if and only if there is a failure in the 
way a mechanism was designed to perform, and that failure 
cause a "real harm" in the person affected. In his 1992 article,  
Wakefield  claims  that  from  an  evolutionary  account,  it  is 
possible to discern a simple biological variation from a lesion 
that is a disorder, because in the second case the trait couldn't  
perform its capacity as in the original way for which it was 
designed,  damaging  the  well  being  of  the  organism  in  a 
harmful way ([1]:375). 
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At first glance the proponents of the objectivist approach to 
disease seem to be interested in identifying, exclusively, the 
kind  of  biological  processes  underlying  those  conditions. 
However,  the  adoption  of  an  evolutionary  perspective  on 
function/dysfunction  category,  particularly  in  Wakefield’s 
proposal,  was  gaining  a  normative  character,  though 
naturalized,  the etiological theory implies,  in  some sense,  a 
"must  be  or  do"  of  traits  functionally  characterized.  What 
conferred  this  normative  character  to  biological  function  in 
teleological  theory,  is  the  idea  that  the  natural  process  of 
fitness and selection is the causal explanation of trait  being 
there, and therefore the implication that the relevant effect for 
which it was selected, is the natural/normal performance of a 
trait,  and  any  decrease,  diminution,  or  complete  failure, 
represents  a  problem  insofar  as  normal  functioning  is  the 
standard performance that conferred organism their adaptive 
advantage.   

This naturalized/normative character of biological function 
category has a significant weight in the harmful dysfunction 
analysis of Wakefield, insofar as he seems to confer a strong 
ontological status to dysfunction category since his reference 
to  "real  harm"  is:  a  person  is  disordered  only  when  some  
mechanism  fails  to  perform  the  specific  function  it  was  
designed to perform and the failure of the mechanism causes  
the  person  real  harm.” ([1]:378).  This  quotation  seems  to 
suggest that a condition is a disease if and only if, a mental or 
physical  condition  is  away  from  biological  standards 
established by natural selection, and from cultural standard of 
well-being. Wakefield's hybrid definition of mental disorder, 
fuses the rules of nature and sociocultural norms, to give an 
account of a deviation that is harmful for an organism and for 
individuals, postulating both kinds of deviation as necessary 
and sufficient conditions for a disease.  

3  OBJECTIONS  TO  HARMFUL 
DYSFUNCTION
Regardless of the pertinence of an evolutionary approach to 
define mental illness as a harmful dysfunction, it should be 
noted that Wakefield's definition is limited, even for those who 
hold an evolutionary one of  disease,  at  least  at  the face of 
variety of hypotheses about physical and mental diseases that 
do not meet the harmful dysfunction criteria. An example is of 
this is Darwinian Medicine Program from which it has been 
postulated an hypothesis and an explanation for diseases, at 
least  under  five  different  models:  dysfunctional  model, 
adaptationist  model,  mismatch  model,  trade-off  model  and 
life-span model [15]. 

My objections against the harmful dysfunction analysis of 
mental disorder proposed by Wakefield, are mainly two: 

I. The etiological perspective of function adopted as a 
theoretical  framework  for  discussing  the  kind  of  mental 
mechanisms for which it possible to claim a failure, imposes, 
by the same nature of the final explanations it seeks to give, a 
very restrictive condition to the notion of mental disorder. The 
condition  referred  here  is  that  a  functional  trait  could  be 
described  like  such,  only  in  the  case  we  could  provide  its 
history in terms  of natural selection. What this means is that 
such trait had certain advantages over other traits, to increase 
the  probability  for  the  reproduction  and  survival  of  a 

population in ancestral times. This condition gives as a result, 
a  category  too  narrow to  account  for  the  mechanisms  that 
underly in mental disorders. 

II. Even  if  the  condition  for  identifying  a  mental 
mechanism in terms of adaptive traits were enough, there is 
one problem that remains in order to confirm an hypothesis of 
a mental mechanism functionally characterized: to trace back 
the relevant effects and the moment when these were selected. 
The  objection  about  this  is,  if  we  cant  get  the  appropriate 
empirical evidence to confirm the hypothesis that an adaptive 
perspective of mental mechanism demands 

These  objections  could  be  dissected  into  three pieces  in 
order to clarify the senses in which the proposed definition is 
narrow.  A  first  sense  in  which  the  harmful  dysfunction 
analysis of mental disorder could be considered narrow has 
been  already  mentioned  by  several  authors  -Cooper,  [16], 
Murphy [17],  Lilienfeld and Marino [18], and Adriaens and 
De Block [15]- who point out the fact that diseases in general 
include conditions that are not only dysfunctional, even in the 
evolutionary  perspective.  One  example  of  this  is  the 
classification  that  Adriaens  and  De  Block  [15]  make  about 
models of diseases that Darwinian Medicine Program uses to 
accommodate the kinds of conditions that are considered in 
that way: dysfunctional model, adaptationist model, mismatch 
model, trade-off model and life-span model ([15]:7). 

A  second  sense  in  which  the  HD  analysis  of  mental 
disorder  could  be  considered  narrow,  is  derived  from  the 
assumption  that  only  failures  of  mental  mechanisms 
evolutionarily characterized, are "real" mental disorders. What 
this implies is that, if there is a mental mechanism without a 
history of natural selection, then, there is no mental disorder. 
Murphy [17] thinks that an evolutionary perspective of mental 
mechanism could play an heuristic role in the construction of 
an  architecture  of  mind,  but  the  picture  of  mind  that  this 
approach gives is yet very limited, and leaves aside too much 
of what, in fact, is part of the mind and of the disordered mind. 
As I understand this heuristic role, it is possible to think the 
mental mechanism postulated by evolutionary psychology as a 
basic or unmovable mental structure, around which we could 
encounter another mental mechanism/structures/processes not 
evolutionarily  described,  but relevant  for  the explanation of 
mind.

A third sense of narrowness that could be considered as a 
problem for  mental  disorder  phenomena,  and  that  is  tightly 
related with second sense, is the inner model of mind adopted 
in evolutionary psychology -the theoretical perspective of the 
architecture of mind implied in Wakefield's account of mental 
disorder-. It could imply, for example, that the environment is 
only a resource of the information needed to be processed or a 
receptor  of  the  data  processed  by  the  agent,  and  therefore 
could  not  be  considered  as  a  place  where  the  dysfunction 
could be localized. 

Cosmides  and  Tooby  [19]  in  their  work  “Toward  an 
Evolutionary  Taxonomy  of  Treatable  Conditions”, 
acknowledge the scientific value of Wakefield definition, since 
is anchored to the idea of human architecture as a collection of 
functional units that can potentially have an impairment and to 
cause harm. Their own proposal  of "treatable conditions" is 
based  on  a  broad  framework  that  considers  harmful 
dysfunction as a piece of a greater whole, in which harmful 
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normative criterion is a constant that can result from a trait’s 
normal  functioning.  Cosmides  and  Tobby’s  approach  to 
treatable  conditions,  evidences  independence  of  value 
judgments  in  relation  to  natural  or  biological  standards, 
showing rather the multiple relations that could be observed 
between  value  judgments  and  functional/dysfunctional 
conditions.  What  they  point  as  important  from  the 
evolutionary approach is individuation of functional units of 
mind, and indispensable framework since their point of view 
for  understanding  complexity  of  features  and  interactions 
involved in adaptive processes that give rise to a variety of 
conditions medically treatable.

“Is  the  mechanism  in  question  operating  in  a  way  that 
produces the functional output it  was designed to (i.e.,  was 
selected to)? is an answerable scientific question. Is the visual 
system  recognizing  objects?  Are  the  incest  avoidance 
mechanisms making the prospect of sex with family members 
distasteful?  Can  the  person  recognize  that  they  have  been 
cheated?  To  answer  questions  of  functional  integrity  or 
impairment,  one  needs  at  a  minimum to have correctly  (a) 
individuated the mechanism from others,  (b) identified and 
characterized  its  function  (that  is,  the  ancestral  adaptive 
problem its design features were selected to solve),  and (c) 
characterized  its  problem-solving  design  features  and  how 
they interact to produce the target set of functional outputs that 
would  have  increased  fitness  in  ancestral  environments” 
([19]:457)

Following  Cosmides  and  Tooby,  even  the  Wakefield 
constrained definition of mental disorder, this is an important 
point  or  departure  that  highlights  the  necessity  for  a 
framework to  construct  an architecture  of mind in terms of 
functional  units,  and  a  biological  theory  -in  a  broad sense- 
about mind diseases.  As Murphy claim, an important problem 
that prevails in mental field is discontinuity and heterogeneity 
about  what  is  mental  and  how the  mental  can  get  ill.  An 
example  of  this  is  the  visual  system;  it  is  a  mental 
phenomenon for  cognitive neurosciences,  at  same time that 
does not seems counterintuitive for psychiatry.  Additionally, 
there is lack of consensus of the admissible ways in which 
mind gets diseased. But, even though it seems that a biological 
theory of  diseased mind and its  architecture necessary,  it  is 
questionable that an evolutionary approach of function, along 
its  historical  constrains,  is  the  appropriate  framework  for 
psychiatry and sciences of mind in general.

It is a fact that in the last 30 years psychology, ethology, 
anthropology,  and  cognitive  neurosciences  have  adopted  an 
increasing interest in evolutionary approaches, searching for 
cognitive capacities  that  make Homo Sapiens an  intelligent 
species,  with cognitive,  emotional and behavioral  capacities 
that pave the way for an eminently social life.  Studies and 
hypothesis  in  this  field  have  been  valuable  to  psychiatry 
undoubtedly,  since  these  have  provided  novel  explanations 
about  the  most  representative  mental  disorder  such  as 
schizophrenia,  sociopathy,  autism,  as  problems  related  with 
impairment  in  social  cognition  ([20]:253).  The  growing 
interest  in  evolutionary  theory  and  methodology,  probably 
obeys to conviction that through evolution Homo sapiens has 
reached a complex cognitive architecture, with capacities as 
language, memory and consciousness [21] Questions about the 
functional  heterogeneity  of  our  nervous  system,  how  we 

became  the  cognitive  agents  we  today  are,  what  cognitive 
mechanism  configure  human  mind,  and  which  kind  of 
problem solving tasks are we designed for, have been a reason 
for adopting an evolutionary perspective as a way to look for 
ultimate causes. 

The heuristic value of evolutionary approaches in mental 
sciences seems undeniable, judging from the proliferation of 
publications  in  this  field.  However,  even  when  it  seems 
promissory, the truth is that there is also great speculation, not 
only in the postulation of mental/brain mechanisms (modules) 
for almost for every single capacity, but also in the explanation 
of its adaptive advantages, other sort of problems attached to 
Wakefield’s perspective of dysfunction. 

In order to overcome the objections to etiological approach 
to  function/dysfunction,  and  at  the  same  time  preserve  an 
objective criteria to define mental disorder, I shall explore if a 
conflation  of  the  systemic  analysis  of  function,  with  the 
hypothesis  of  extended  mind,  could  integrate  a  suitable 
framework for research and help to classify mental disorders. 
What I am trying to do  with this theoretical and explanatory 
framework is to provide  notions of function and of the mental 
that  help  to  deal  and  to  manage  the  complexity  of  mental 
disorders.  

4  A  BROADER  APPROACH  TO  MENTAL 
DISORDERS:  SYSTEMIC  ANALYSIS  OF 
FUNCTIONS  AND  EXTENDED  MIND 
HYPOTHESIS

In order to overcome the objection of narrowness that harmful 
dysfunction analysis inherits, I shall try to sketch a broader 
account  of  mental  disorder  that  at  least  satisfies  two 
conditions:

i. To be broad enough to admit  as mental  disorders, 
conditions that are failure of internal mechanism of mind/brain 
structure, and failures at other levels of explanation that could 
have a localization across the system of extended mind. This 
implies that our theoretical framework of mental disorders will 
admit  not  only  failures  in  internal  mental  mechanism  that 
could be evolutionarily traits,  but also, failures of processes 
that are not necessarily attached to an identified evolutionary 
mechanism, but that are nevertheless elements of the mental, 
and therefore, of a disordered mind.  

ii. To be constrained enough that the failure identified 
is related to  the subject and his/her mental life and subjective 
experience.  With this  second condition,  the pretension is  to 
guarantee that the harm or impairment concerns the subject, 
and  as  the  definition  of  Cooper  ([16]:22)  points  out,  the 
condition is a  bad thing to have and the afflicted person is 
unlucky. 

The idea that functional traits are those that conferred an 
adaptive advantage to a population in ancestral environments 
[7],  seems to be partially  relevant  to  the context  of  mental 
disorder explanations. But the concepts of disease and health 
could  not  be  defined  exclusively  in  terms  of  evolutionary 
standards.  That  is  the reason why we need to  search for  a 
perspective of function that embrace biological standards in a 
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broader sense. In this sense, a plausible strategy is to adopt 
the systemic account of function proposed by Cummins [8], 
whose  main  goal  is  to  describe  how in  fact  sciences  uses 
functional language2.

Cummins's goal was to explain functional ascriptions from 
the perspective of a particular system and its performance. In 
this particular sense, a functional explanation of the kind "X 
have the function of doing F" makes reference to, according to 
Cummins,  the  way  in  which  X  contributes  causally  to 
maintenance and performance of a system S when X executes 
the function F.  Here it is worth to point out, that system S is 
determined by research interests, and, consequently function F 
is  dependent  to  selection  of  S.  This  dependence makes  the 
concept of function an instrumental one, in the sense that is an 
analytic tool for the researcher, without the strong ontological 
compromises of an etiological theory.   

In order to extend my description of functional analysis, it 
could  be  said  that:  (a)  given  a  system  S,  the  researcher 
decomposes  it  in  pieces  with  established  relations;  (b)  the 
researcher determines the causal interactions of X with other 
components,  necessary for the successful performance of S; 
and (c) the researcher identifies the disposition Y of the trait X 
that is implied in causal interactions,  such that the disposition 
Y is considered as function F. 

The decomposition of the causally connected pieces that is 
referred in (a), corresponds to the structure of the system S. A 
successful functional analysis is one that meets the condition 
of establishing a structure  at  the right  depth at  the level  of 
analysis,  at  the  same  time  that  it  allows  to  maintain  the 
structure regardless of the level of analysis required. In order 
to clarify the idea about "depth level of analysis", we can use 
the  example  of  the  human  body  as  a  unit  of  analysis.  In 
accordance  with  certain  goals  of  study,  we  can  dissect  the 
body into subsystems: respiratory, digestive, circulatory, etc. 
But the nature of the study could lead us to increase the depth 
of analysis, taking one of these subsystems, for example, the 
circulatory system, and decompose it  into new elements,  as 
might be, for the circulatory system, the heart or the various 
blood vessels, each of which would have a particular function. 
A deeper  analysis,  could choose one of  these elements,  for 
example the heart, distinguish each of its parts, such as valves 
or ventricles, and identify the capacities that each  carries out,  
in  an  orchestrated  way,  so  as  to  let  the  whole  system 
accomplish its major or more complex function. A functional 
analysis  explains  the   major  function  of  a  system  as  the 
programmed execution of the capacities of each component, 
and  as  in  an  assembly  line  where  each  simple  component 
accomplishes its capacity because of the  accomplishment of 
the other simple components. An important characteristic of 
systemic analysis  is that  capacities  of each component help 
define the capacities of the other components. This last thing 
is  what  allows the  possibility  for  an overall  explanation  of 
processes  and  constituents  by  knowing  schematically  the 
structure and interactions of a system.

2�Millikan (1999) in her article Bio-functions is convinced that proper 
functions and systemic analysis  of  functions are not very different, 
and  that  proper  functions  are  intrinsically  attached  to  a  systemic 
perspective.  Might  be  worthy  to  review closer  hers  arguments,  in 
order to decide if both perspective are in fact exclusive.   

One of the virtues of systemic view for psychiatry, is the 
possibility  to  individuate  mental  systems  and  create  strong 
correlations between components,  grounding this  work in  a 
systematic  research  in  molecular  biology,  genetics, 
neurobiology, cognitive neurosciences, cognitive psychology, 
evolutionary psychology and psychiatry.  An assumption that 
underlies my conviction that the systemic analysis of function 
is  the best  path  for  a  definition  of  mental  disorder,  is  that 
causal  correlations  of  these  phenomena  are  not  linear  or 
unidirectional,  instead  they  establish  causal  correlations  in 
different directions and at  different levels. The suitability of 
systemic  analysis  rests  in  the  explanatory  strategy  that 
characterizes  this  approach,  and  this  consists  in  cutting  the 
whole on simpler pieces in order to analyze the complexity of 
a  system.  Such  explanatory  strategy  also  includes  a 
decomposition  and  identification  of  each  piece  at  different 
levels of analysis. 

Once we have a brief characterization of systemic approach 
to  functional  analysis,  it  would  be  pertinent  to  analyze  the 
relevance of substituting the traditional perspective of mind as 
computational processes that happen inside the agent, with the 
extended mind hypothesis proposed by Clark and Chalmers in 
1998 [10]. This hypothesis questions the traditional idea about 
the nature of mind and the study of cognition, by posing the 
question "where does the mind stop and the rest of the world 
begin?".  Fundamentally, the extended mind hypothesis posits 
that a more appropriate unit of analysis for understanding the 
mental, is beyond the skull,  extending the boundaries to the 
material  and  social  context  in  which  cognitive  agents  are 
involved. Clark and Chalmers postulate a unit of analysis for 
cognitive processes that is labeled coupled system, and whose 
principal  characteristic  is  its  two-way  interactions  between 
human organism and external world, and that this trait enables 
it to constitute a "cognitive system in its own right". 

This  active  externalist  account  of  mind  adopts  a 
functionalist  approach,  giving equal  causal  roles  to  internal 
and external  vehicles  of  cognitive processes;  attributing the 
same  power  for  directing   behavior  to  both  internal  and 
external  vehicles;  and  considering  both  indispensable  for 
correct performance of cognition [22]. This means that human 
organisms,  artifacts,  and abstract norms,  are all  elements of 
same cognitive processes. 

If material and cultural world, both external to agents, are 
considered  as  constitutive  components  of  mental  processes, 
and,  if  the  weight  of  the  hypothesis  seems  to  rest  in  the 
assumption that all components of a coupled system have the 
same causal roles, then the important question to our subject is 
this: how could these assumptions play a relevant role in the 
explanation of mental disorders? Although initially the idea of 
an  extended  mind  seems  plausible  as  a  comprehensive 
framework  for  individuate  mental  systems,  the  explanatory 
relevance for mental disorders fades if we  ascribe the same 
weight to artifacts as part  of our extended mind.  Instead,  it 
seems more convenient for our explanatory purposes, to focus 
in the sort of extension of cognitive processes related with the 
social  and  cultural  scaffolding.  This  idea  of  cultural 
scaffolding was developed to support  the notion of situated 
activity,  developed  by  Hendriks-Jansen  [23],  when 
considering the way in which early children acquire mastery 
for tasks as looking, pointing,  reaching, grasping, and other 
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motor and intentional skills that are achieved in a systematic 
way inside "a natural environment  of purpose-built  artifacts 
and adults who think in intentional terms". 

Even when this idea of cultural scaffolding is not derived 
straightforwardly from the hypothesis of Clark and Chalmers 
[10], it is clearly a notion inherited from the work of Clark and 
Karmiloff-Smith  in  the  early  nineties,  based  on  studies  in 
developmental processes in young children. What this notion 
highlights  is  that  every  cognitive  capacity  for  acquiring, 
learning, developing, etc., is possible only because of the close 
interaction  and  manipulation  of  our  entire  organism 
-brain/body-  with  a  natural  and  cultural  environment.   The 
complete picture of an extended mind includes, both, the facts 
present from the day we were born  and our engagements with 
the world. As Menary ([22]:229) points out, "our engagements 
with the world are embodied...they are primary sensory motor 
engagements;  when  adults  these  embodied  engagements 
remain  in  the  form of  manipulation  of  environment;  hence 
some cognitive processes are hybrid processes...they comprise 
neural  processes  and  vehicles  and  bodily  processes  on 
environmental vehicles". 

5  HOW  SYSTEMIC  ANALYSIS  OF 
FUNCTION  AND  EXTENDED  MIND 
HYPOTHESIS  IMPROVES  OUR 
UNDERSTANDING OF MENTAL DISORDER

In  his  work  of  2006,  Psychiatry  in  the  Scientific  Image, 
Murphy  already  proposed  to  discard  the  etiological 
perspective  of  function  in  favor  of  a  systemic  analysis  to 
account for the type of dysfunction in the definition of mental 
disorders. At the same time, Murphy proposed to overcome 
the  common  sense  intuitions  about  mind  that  prevail  in 
Psychiatry.  Even  when his  intention  was  not  to  completely 
discard the intuitions of  folk psychology about  mind,  those 
that remain must be congruent with the principles of cognitive, 
neurobiological  and  social  sciences.  Since  it  is  usually 
considered that folk psychology must not prevail over sciences 
about  what  mind  is,  in  the  same  vein,  Murphy  rejects  the 
common sense idea of disease as a condition that result from 
the  dysfunction  of  an  internal  mechanism  designed  for  a 
particular  purpose.  Such  an  idea  of  disease  rests  on  two 
assumptions,  the  first  linked  with  the  old  fashioned  and 
limited conception of disease as a lesion of an internal tissue; 
and second, the idea that only those mechanism designed with 
a  particular  purpose  are  susceptible  of  being  described 
functionally.  In  relation  with  this  last  assumption,  Murphy 
[ considers that sciences actually work in a different way in  
order to ascribe functions, from a mechanistic approach, that 
is, cutting in pieces and trying to explore the capacity of every 
piece  and  its  contribution  to  the  performance  of  a  whole 
system. 

The  mechanistic  approach  that  Murphy  proposes  as  a 
starting point for thinking about the mind and the disordered 
mind,  implies  among  other  things,  the  admission  that  the 
failures  or  problems of  the mind do not  necessarily  invoke 
broken internal mechanism. Or in other words, that not every 
mental disorder has an organic etiology. In this sense, Murphy 

proposes three main possible kinds of relations that give place 
to pathological behavior: (i)  lesion or dysfunction in neuro-
cognitive structures;  (ii)  dysfunction of neuro-computational 
structures,  i.e  dysfunction  in  learning  processes  and,  (iii) 
normal  performance of neuro-computational functions in an 
unfavorable environment. From this brief classification of the 
kinds of problems implied in mental disorders, Murphy wants 
to establish that not every mental disorder is a failure in the 
functioning  of  a  brain  mechanism,  and  that  there  are  also 
problems of behavior in which there is no dysfunctional brain 
mechanism  involved,  instead  there  is  "a  combination  of 
excessive  or  misdirected  psychological  drives,  operant 
conditioning, and bad social learning" ([17]:72).

Murphy also noted that a distinction, as the one made by 
McHugh  y  Slavney  [24],  between  concept  of  disease  and 
concept of behavior, is irrelevant if we focus on the level of 
cognition. He suggested that psychiatry must adopt a neuro-
computational perspective of mind in order to overcome the 
common sense intuitions of what counts as mental and what 
count as disease,  and that it  should support and ground the 
meaning  of  these  categories  in  scientific  evidence.  What  is 
remarkable  of  Murphy's  proposal  is  that  he,  as  others 
philosophers do, notice that is not possible to commit a priori  
with the claim that mental disorders are exclusively a lesion or 
a dysfunction in neuro-cognitive structures. 

How to introduce a notion of dysfunction, so as to give an 
objective criterion for mental disorder, an avoid, at the same 
time,  the  assumption that  such a  dysfunction must  imply a 
lesion o failure in an internal structure? The answer to this  
question  is  part  of  the  undertaking  of  Murphy,  and  of  my 
proposal here. The strategy for achieving this goal has been, as 
Murphy did, is to make use of systemic analysis of function. 
However,  unlike  Murphy,  who  still  preserves  a  traditional 
notion about the unit of mind and of cognitive processes, here 
we introduce , the extended mind hypothesis. The conflation 
of  both the  systemic analysis  of  function  and  the extended 
mind  hypothesis  allows  us  overcome  the  narrowness  of 
harmful dysfunction analysis of mental disorder and to avoid 
the  objection  about  the  search  for  appropriate  empirical 
evidence  to  confirm  the  hypothesis  that  an  adaptive 
perspective of mental mechanism requires. At the same time 
that  the  approach  proposed  guarantees  or  satisfies  the 
conditions stated in the beginning of fourth  section of this 
paper:  to  be  broad  enough  to  admit  as  mental  disorders 
conditions that are failure of internal mechanism of mind/brain 
structure, and failures at other levels of explanation that could 
have a localization across a system of extended mind; and to 
be constrained enough  so that the failure identified is related 
to  the  subject  and  his/her  mental  life  and  subjective 
experience. 

The systemic analysis of function: 

1. It overcomes the narrowness  insofar as this analytic 
strategy allows to ascribe a functional description to a broad 
range of mental mechanism, inasmuch as such a trait not must 
fulfill the condition of being an adaptive one and to have a 
natural selection history. 

2. As  Cummins  and  Murphy  point  out,  the  kind  of 
explanation that  functional analysis gives us,  is  the kind of 
relevant  explanation  that  talks  about  the  contribution  of  a 
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mental traits to the performance of a broad system, at the same 
time that it tell us about the interactions between components 
of the system. And not only why the trait is there. 

3. The methodological  strategy  of  systemic  analysis, 
consisting in cutting in pieces and identify the interactions in 
between, allows us to manage the complexity of the mental 
processes studied.

4. The extended mind hypothesis allows us to localize 
cognitive processes beyond the boundaries of the traditional 
cognitive  agent,  providing  a  broad  framework  for  systemic 
analysis of functions. It also gives the opportunity to include 
in an strict sense, material and immaterial culture, and other 
cognitive  agents,  as  part  of  the  mental  system  of  a  given 
subject. 

The sum of these two approaches allows us to maintain a 
dysfunction  notion  wide  enough  that  it   admits  conditions 
beyond the inner structures of the traditional cognitive agent, 
and  this  include  conditions  involving  dysfunction  of  some 
other element within our extended cognition unit. The fact that 
our  unit  of  cognition  extends  beyond  the  brain  and  the 
processes  taking  place  within  the  agent,  permits  us  to 
justifiably postulate that a condition is a mental illness, even if 
there is no an injury to an internal brain structure. It   suffices 
that some component of our system of extended cognition is 
operating  in  an  "irregular"  manner  to  affirm,  within  an 
objective  and  empirical  frame,  that  the  system in  question 
suffers  a  cognitive  dysfunction  thereby  causing  a  mental 
disorder.  Such  a  notion  of  dysfunction,  framed  within  the 
perspective  proposed,  allows  us  to  keep  an  explanatory 
context  inside  the  range  of  what  is  considered  empirically 
valid.
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Hacking the extended mind?

Pete Faulconbridge
1

Abstract.  In lieu of the full, final paper, the following is an 

extended summary of the paper to be delivered. It constitutes a 

first attempt to think about the idea of „hacking‟ a mind, 

surveying some recent examples of talk about this idea and 

suggesting that it may have some application in the context of 

the extended mind hypothesis.12 

1 HACKING THE EXTENDED MIND? 

In the past few years, there has been a small but significant use 

of terms like „mind hacking‟, „self hacking‟, „brain hacking‟ and 

„person hacking‟. These terms and variations have been applied 

to practices as diverse as meditation, hypnosis, perceptual 

illusions, the use of so-called „smart drugs‟, mnemonic 

techniques, „neuro-linguistic programming‟, the methods of 

standard cognitive science, diet and exercise regimes designed to 

optimise mental performance, CBT-influenced self-help, the 

human factors in network security and the use of brain-computer 

interfaces to gain access to personal information. The term 

„hacking‟ here is generally used in what will be call the 

„productive sense‟ (explained below) in which it refers, roughly, 

to a way of exploring and improving a system by practical 

investigation and adjustment. This is in contrast to the 

„pejorative sense‟ under which it signifies unauthorised intrusion 

and manipulation of a system. 

Whilst the term „mind hacking‟ and related terms are not in 

popular usage, they have appeared in a number of books, 

magazines, blogs, interest groups and non-academic 

conferences.2 I am generally sceptical of the notion of „hacking‟ 

a mind, if taken literally, but I hope in this paper to provide some 

reasons to think that the concept might have some practical use 

in the context of the extended mind hypothesis and computer-

facilitated cognitive enhancement. 

There is no widely-accepted definition of a mind hack, and 

the term does not currently describe a single concept, practice or 

even set of interests. Perhaps, then, it is merely a metaphor 

which has caught the imagination of a few particular groups of 

people. Indeed, we may be sceptical of the very idea of hacking 

something like a person‟s mind. This paper is a first step towards 

evaluating some of the uses to which these terms have been put, 

and to explore the concept of hacking a mind, self, brain or 

person to try to determine whether it is simply a metaphor or 

whether it has some utility. The paper begins by surveying some 

interesting uses of these terms in recent media.  

                                                 
1
 MPhil student, Dept. of Philosophy, UCL, UK. Email: 
peter.faulconbridge12@ucl.ac.uk 
2
   For some representative uses of such terms, see [1, 2, 3, 4]. Recent 

non-academic conferences include „Self-hacking day event‟ (London, 

2012) and „Use Your Head: The Future of Mind Hacks‟ (San Diego, 
2008) More examples will be discussed in the full paper. 

In order to understand the ways in which the term „mind-

hacking‟ is being used, it is necessary to understand what 

activities have previously constituted „hacking‟. The paper aims 

to elucidate the meaning of „hacking‟ in the paradigmatic sense 

by exploring its origins. 

A survey of the historical development of the concept will 

allow for a rough characterisation of paradigmatic „hacking‟. 

This practice seems to have emerged in MIT in the late 1950s as 

a response to certain types of highly complex, human-generated, 

significantly determinate (though not entirely predictable) 

systems (namely, the MIT Model Railway Club‟s switching and 

signalling system and academic computer systems). The 

paradigmatic „hackerly approach‟ involves making use of 

knowledge of the design and „rules‟ (in some sense) of the 

system, often in unforeseen or un-designed ways, in order to 

achieve a goal. A hack is rarely if ever based on the „official‟ 

procedure, so hacking will often require trying out a given 

solution in practice, and its success will be hard to predict. 

Therein also lies the power of the hackerly approach – powerful 

and often elegant solutions can be found to problems which have 

no „official‟ solution. 

The above provides a rough characterisation of „hacking‟ in 

what will be called the productive sense, in which it constitutes 

an established and effective approach to software programming, 

for example. It is suggested that the more well-known pejorative 

sense of the term, according to which it signifies malicious or 

unauthorised manipulation of computer systems, can be 

understood as an outgrowth of the productive sense. As 

mentioned above, although the term as used in the media 

commonly carries negative connotations, use of the term „mind 

hacking‟ usually involves the productive sense. 

With this characterisation in place, it is argued that the very 

idea of hacking a mind, self or person should be viewed with 

caution. There are philosophical arguments which suggest that 

changes to a system on the „design level‟ are not apt for 

explanation on the intentional or personal levels, as would seem 

to be required for talk of „mind hacking‟ to be apt. 

Though we might object to such a strong autonomy thesis, 

this formulation suggests a practical constraint. Within the mind-

as-information-processing-system model, it does not seem we 

currently have sufficient knowledge of the „rules‟ of this system 

to allow for the development of a hacker-like approach to 

producing a substantial or interesting influence on the intentional 

behaviour of people. 

Despite these problems with the use of this term, the paper 

goes on to suggest that, within the framework of Clark and 

Chalmers‟ extended mind hypothesis, there is conceptual and 

practical room for a practice which might be fruitfully thought of 

as „hacking the extended mind‟. According to this hypothesis, if 

an organism‟s thought or behaviour can be understood as arising 

from their forming the right sort of „coupled system‟ with an 

„external entity‟, this system “can be seen as a cognitive system 

in its own right.” [5] It is proposed here that the context of two-
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way interaction between a computerised system and a person 

provides the most fruitful context in which to think about the 

idea of „mind hacking‟. 

This broad claim is introduced through discussion of a recent 

example of „hacking talk‟, and elaborated through a number of 

thought-experiments based on existing technologies. Given the 

historically context-insensitive nature of computing, extant 

examples of the right sort of coupling are hard to come by. 

However, it is suggested that it can already be seen in cases of, 

for example, prosthetic vision technologies and that the 

development of increasingly portable, context-sensitive and 

„pervasive‟ computing will increase the scope considerably. 

The second, shorter, part of the paper applies the insights of 

the first to topics of sensory and cognitive enhancement, and 

mental health. Whilst available technologies are generally 

directly implicated only in scaffolding relatively „low-level‟ 

intentional behaviours, current work developing technologies to 

dynamically augment memory and attention, amongst others, 

promises to implicate human-technology coupling in areas much 

closer to meaning and rationality. Based on this prediction, some 

initial thoughts are offered as to how the benefits of hacking in 

the productive sense might be harnessed in development of these 

technologies, and how protection may be offered against the 

risks of hacking in the pejorative sense. It is suggested that 

mental health may be a particularly important area to think about 

both these benefits and risks. As we pursue technologically-

mediated augmentation of our minds, our minds become more 

porous to technological influence, particularly when that 

augmentation is pursued in the context of existing vulnerability. 
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Enkinaesthesia: Re-conceptualizing “Mental” Illness1

Susan Alice Jane Stuart2

1 ABSTRACT

The dynamic plenisentient3 interrelation of agent and world is spec-
ified in kinaesthetic terms. Kinaesthetic activity, with its temporal-
spatial-energic qualities4, is always affectively-laden, and through
the formation of intercorporeal resonances, the activity necessitates
enkinaesthetic entwining with those agents with whom, and those
objects with which, we are in relations of perpetual community. I
will argue that the capacity for enkinaesthetic dialogue is an a priori
nomological condition for agency and the generation of a felt antici-
patory dynamics both within and between agents.

Enkinaesthesia emphasizes not just the neuromuscular dynamics
of the agent, that is, the givenness and ownership of its experience
but also the entwined, blended and situated co-affective feeling of the
presence of the other5 (agential and non-agential alike) and, where
appropriate, the enkinaesthetically anticipated arc of the other’s ac-
tion or movement, including, again where appropriate, the other’s
intentionality. The ‘other’ can be sensing and experiencing agents
and it is their affective intentional reciprocity which co-constitutes
the conscious relation and the experientially recursive temporal dy-
namics that lead to the formation and maintenance of integral enki-
naesthetic structures and melodies. Such deeply felt enkinaesthetic
melodies emphasise the dialogical nature of the feeling of being
as the feeling of being-with or being-among, and demonstrate the
paucity of individuating notions that treat agents as singular.

Enkinaesthesia, as the openness to and reception of myriad sub-
tle multi-drectional cues in dialogical relations, provides grounds for
saying, following Heidegger, that it is this which constitutes the pri-
mordial mood of care6 for human relationships and the deep roots of
morality. If this is the case, then we might think of it as composing
an ‘ethiosphere’ consistent with the semiosphere and the biosphere
as presented by Hoffmeyer [28, 29].7

1 An earlier version of this paper appeared as “Enkinaesthesia, Biosemiotics
and the Ethiosphere” in Signifying Bodies: Biosemiosis, Interaction and
Health, (2010), pp.305–30, ISBN 978-972-697-191-7

2 University of Glasgow, Scotland, email: Susan.Stuart@glasgow.ac.uk
3 By ‘plenisentient’ is meant ‘fully feeling’ or fully switched-on sensory ex-

perience.
4 These qualities are felt within an horizon of embodied, sentient activity

and characterized by their directedness and energy. They are, I will claim,
prenoetically intentional.

5 ‘Enkinaesthesia’ is characterised by ‘immanence’, a term used by Deleuze
and Guattari [16] to emphasise the direct, non-duality of the inescapable ex-
perience of ‘other’. This is also emphasized in the use of ‘enkinaesthesia’
as opposed to ‘interkinaesthesia’ because (i) with the prefix ‘en’ the expe-
riential entanglement of agent and agent, agent and object is emphasised,
and (ii) it doesn’t bastardize the Latin and Greek etymological roots.

6 A “mood is primordial, meaning that it is presupposed by the intelligibility
of all explicit forms of cognition and volition. It is a condition of sense for
any encounter with beings, whether theoretical or practical.” [40, p.239]

7 The term ‘ethiosphere’ has a dual focus of derivation: firstly, ‘ethi’ has
been taken from the term ‘ethics’, and secondly, since it is being developed
within the contexts of the biological and semiological fields of enquiry it

Finally, I will consider how “mental”8 illness and, for example,
grieving over the loss of a loved-one, can be reconceptualized in
terms of enkinaesthetic fragmentation and failure.

2 INTRODUCTION
I will open this paper with a quotation from Evan Thompson’s work
and follow it with five preliminary theses which will be fleshed out
in the body of the text. The quotation and each of the remarks should
be used as a guide by the reader for the metaphysics of the terrain of
ideas they are about to cross.

In the Preface to Mind in Life: Biology, Phenomenology, and the
Sciences of Mind Thompson writes that the

. . . incipient mind finds sentient expression in the self-
organizing dynamics of action, perception, and emotion, as
well as the self-moving flow of time consciousness.
From this perspective, mental life is also bodily life and is situ-
ated in the world. The roots of mental life lie not simply in the
brain, but ramify through the body and the environment. Our
mental lives involve our body and the world beyond the surface
membrane of our organism, and therefore cannot be reduced
simply to brain processes in the head. [53, p.ix]

2.1 Five Preliminary Theses
• Boundaries are mutable and yielding.
• Consciousness and agency are co-constituting.
• Consciousness is the relata between agents and agents, and agents

and objects.
• Causality is, at least, bi-directional, but more likely to be recipro-

cally recursive.
• The substance / state ontology is misconceived.

The boundaries which seem to separate us from our worlds open
us up to those worlds and reveal to us our inseparability from them.
Those boundaries which can appear, at first, rigid and fixed are of-
ten malleable and semi-permeable. We need think only of the skin
with its surfaces within surfaces [29, pp17-38], the biological mem-
branes of stratum corneum, epidermis, dermis and subcutaneous tis-
sue, and our sense receptors and nerves; then there are the hairs that
respond to temperature, which can stand erect if we are suddenly
fearful, and which can be brushed by a sleeve or touched gently by a
breeze; and then there are the non-biological membranes of clothes

makes sense to speak of an ‘ethiosphere’, that is, the sphere of ethical en-
quiry.

8 I have deliberately chosen to place “mental” in inverted commas because
an unthinking adoption of the term implies an acceptance of the mental /
physical dichotomy, and since enkinaesthesia is somatic and relational, the
assumption of an ontological dualism would be false and unnecessary.
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with their textures and degrees of translucency, and our personal and
social boundaries which vary in relation to our moods and emotions,
our confidence, our company, our feeling of well-being and health,
and so on. Our natural assumption is to see the boundary of the body
as the limit of our experiential world, but it is precisely its semi-
permeable nature its breach which provides us with the possibility
of experience in the first place. The skin, overrun with an abundance
of receptors – sixty kilometres of nerve fibres, fifteen kilometres of
veins, with millions of sense receptors for pain, temperature, pres-
sure and touch [29, pp18] – opens us up to the world and discloses it
through our inescapable engagement with it, and then, of course, the
skin is supplemented by the plenisentience of visual, proprioceptive,
kinaesthetic, auditory, gustatory, and olfactory senses which open us
up in their own way, are affected by change or motion within our
world and which, with internal feedback, can bring about affective
change within themselves.

Agential bodies are co-affective sensory-kinaesthetic systems
which spill out into the world and the lives of others. Embodiment
may be a nomological condition for agency [19] but it is ‘embodi-
ment’ broadly conceived, for it is the agent’s capacity to transgress its
boundaries, to spill over into the bodily experience of others, which
establishes the community and reciprocity of felt co-engagement9,
and it is this felt co-engagement which is fleshed out in the expres-
sive, meaningful and cognitive bodily dynamics which are, in them-
selves, the necessary precursor to effective affective social, cultural
and linguistic communication in the human agent.

The living body or Leib isn’t just given [24], that is, affectively
present to the agent as part of its precognitive “operative intention-
ality” [35, p.xviii]. The living body in its reciprocally affective co-
agential lived experience anticipates, imagines, and enacts how it ex-
pects prenoetically its world will continue to be. In so doing it is co-
affective with other agents and objects, perpetually folding into, un-
folding from, enfolding the other and vice versa, and all within an ex-
periential temporal and processual horizon, not a series of punctuated
and discrete temporal moments. It is within this “passive synthesis”,
where an agent is involuntarily affected and influenced by its world
or Lebenswelt.10 The necessarily relational co-agential reciprocity of
this affection is ‘enkinaesthetic’, and is the manner in which we are
open to the world.

‘Enkinaesthesia’ is a neologism I will use to refer to the recipro-
cally affective neuro-muscular dynamical flows and muscle tensions
that are felt and enfolded between co-participating agents in dialogi-
cal relation with one another.11 Enkinaesthesia, like intersubjectivity
and intercorporeality relates to notions of affect, but in this case it is
with the affect we have on the neuro-muscular dynamical flow and
muscle tension of the other, including other animals, through our di-
rect and our indirect touch. Direct touch includes the physical touch

9 This notion of community and reciprocity is redolent of the A edition ver-
sion of Kant’s third Analogy where he states that “All substances, so far as
they coexist, stand in thoroughgoing community that is, in mutual interac-
tion.” [32, A212]. No more can be said about this connection at this point
but it is something that I intend to develop in future work.

10 ‘Passive synthesis’ is a phrase used by Husserl to describe the pre- or
non-linguistic, and thus, pre-conceptual sense-making which is the mark
of our practical bodily, kinaesthetic engagement with our world. A simple
example of this is the rhythm or momentum and muscular expectation we
build up when walking on a moving walkway in an airport, or when walk-
ing down a moving, descending escalator. We make sense of how things
are moving with us and we very quickly establish a kind of kinaesthetic
prosody with our changing world. We move together fluidly until we leave
the walkway or the escalator stops unexpectedly when we’re forced to per-
form a more active, thought-full synthesis. [See Husserl [30].]

11 By ‘dialogical’ I mean only the interactivity of agents and not textual,
linguistic, or conversational activity.

of a caress, a pat on the back, a hug, or the rebuff of the shrugged
pulling away from contact. Indirect touch can be achieved through a
look12 where one becomes the object of someone else’s subjective at-
tention and experience, for example, in an unspoken admonishment,
a papal blessing which can shrive us of your sins, a friend’s wave
from a departing train, or in the way words and language, as biody-
namical engines13, can alter the way we feel.14

3 THE FEELING AND SENSING BODY
The feeling and sensing body has gained prominence in discus-
sions of consciousness and experience in recent years15, including
the work of Damasio [12, 13, 14]], Edelman [20, 21], and Sheets-
Johnstone [43, 44, 45], and whilst I am generally sympathethic with
these theories, they remain predominantly individual-centered and
only minimally-interactivist in character. Noë’s view [36, 37] comes
closest to my own, moving away, though not entirely, from the self-
centred view, though he remains a little shy of the full commit-
ment I want to make to the enkinaesthetic reciprocal affective neuro-
muscular dynamical flow that is felt between agents in dialogical re-
lation with one another. Noë writes:

The locus of consciousness is the dynamic life of the whole,
environmentally plugged-in person or animal. Indeed, it is only
when we take up this holistic perspective on the active life of
the person or animal that we can begin to make sense of the
brain’s contribution to conscious experience. . . . Human expe-
rience is a dance that unfolds in the world and with others. You
are not your brain. We are not locked up in a prison of our own
ideas and sensations. The phenomenon of consciousness, like
that of life itself, is a world-involving dynamic process. [37,
p.xiii]

The moving, feeling, perceiving body is at the core of lived experi-
ence. But a non-relationally-situated sensory-kinaesthetics with little
consideration of the affectively-laden interpersonal and interobjec-
tive world in which the agent finds itself will provide only a partial
account of the experiential whole. Noë is right: the agent must be
conceived from a holistic perspective, but the essential nature of the
organism is not simply its kinaesthetic16 unfolding in the world and
with others; the holistic perspective must embrace the agent not sim-
ply as a being in the world but as, and always as, a being with the
world, folding into, enfolding with, and unfolding from those other
agents and things with which it co-exists in utero to the point at which
we depart this life.17 Ratcliffe [41] speaks of this experiential entan-
glement as phenomenologically primitive:

World-experience is not distinct from how one’s body feels;
the two are utterly inextricable. The experiential entanglement
of body and world is more phenomenologically primitive than
experience of either in isolation from the other. [41, p.1]

12 For an interesting elaboration of how we can be affected by the look of
another read Chapter 1 of Part 3 of Being and Nothingness by Sartre.

13 Stuart & Thibault “Enkinaesthetic polyphony as the underpinning for first-
order languaging”, [51].

14 Direct touch may be straightforward to describe but experientially it is as
vast and variable in effect and affect as indirect touch; the reason has to
do with surfaces, boundaries, and borders, and what we perceive to be the
limit of the bodily ‘self’.

15 For a nice summary of embodied cognition work, though with a little too
much emphasis on language for my own taste, see [2].

16 From here on ‘sensory-kinaesthetics’ will be encompassed in the term
‘kinaesthetic’.

17 For a commentary and discussion of enactive in utero development see
Wood & Stuart [56].
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Lived experience is, first and foremost, enkinaesthetic.

4 KINAESTHESIA AND THE PRIMACY OF
MOVEMENT

So let’s lay out the stall. The cognitivist view of the mind, that
presents the mind as symbolic, representational, and reducible to a
set of physical states and processes that are fully-explicable through
scientific experiment and analysis, has been the predominant expla-
nation for the mind in the second half of the twentieth century. At
heart it is individual-centred18 and utilises a substance-state ontol-
ogy that treats temporality and spatiality as uniform, linear, and reg-
ular, consisting of discrete or punctuated events, points, objects, and
places. On top of this it maintains the Enlightenment ideal of system-
atization – attempting to carve nature at its joints.19

Enactivism, on the other hand, emphasizes the agent’s situation
and embodiment in terms of its active, ongoing, processual, non-
symbolic, non-representationally-based engagement in its world.
It is essentially anti-dualistic, but unlike cognitivism’s inclination
towards a monist materialism, the enactivist ontological commit-
ments are rather more complicated. The agent is embodied and
dynamically-coupled to the world of other agents and things; thus,
agent, world and action are necessarily intricately interwoven, and
the agent’s body, experience, action, and world together shape the
way in which she deals with her everyday pragmatic concerns. Un-
der this conception mind and world are inseparable, and it is em-
bodied affective practice, rather than cognitive deliberation, that is
the hallmark of the agent’s engagement with her world. With only
a slight modification enactivism embraces enkinaesthesia; the fo-
cal point moves from the agent and their individual agency to the
necessity of our being co-agential in a co-dynamically continuous,
affectively-laden intersubjective and enkinaesthetic processual hori-
zon of experience. “By a ‘way of finding oneself in the world”’ Rad-
cliffe says “I mean a sense of the reality of self and of world, which is
inextricable from a changeable feeling of relatedness between body
and world.” [41, p.2] Thus it is that feeling bodies and things together
in a dialogue of community and reciprocity with other feeling bodies
and things play an integral role in full-bodied pre-linguistic sense-
making relations.

Babies in the womb. . . send and receive messages without ben-
efit of the words, syllables, and phrases that begin appearing
in a year or two after birth. Their daily experiences of com-
munication are punctuated by self-initiated and reactive move-
ments which express needs, interests, and feelings.. . . Based on
the early development of the senses in the womb, a fetus re-
mains in constant dialog with the surrounding environment. [5]

So, the genesis of this activity begins in utero and is necessarily
co-agential, mother with prenate, occasionally mother with two or
more prenates, and prenates with their bodies and the surrounding
amniotic environment and beyond. “The maternal womb is an op-
timal, stimulating, interactive environment for human development.
Activity never ceases and a fetus is never isolated.” and, Chamberlain
adds:
18 Clark provides the starkest example of an individual-centered cognitive ap-

proach in his Hypothesis of Organism-Centered Cognition (HOC): Human
cognitive processing (sometimes) literally extends into the environment
surrounding the organism. But the organism (and within the organism, the
brain/CNS) remains the core and currently the most active element. Cog-
nition is organism centered even when it is not organism bound. [7, p.139]

19 Possibly a phrase originating in Plato’s Phaedrus 265d-266a.

Between week six and ten, fetal bodies burst into motion,
achieving graceful, stretching, and rotational movements of
the head, arms and legs. Hand to head, hand to face, hand
to mouth movements, mouth opening, closing, and swallow-
ing are all present at 10 weeks (Tajani and Ianniruberto, 1990).
By 14 weeks, the complete repertoire of fetal movements seen
throughout gestation are already in evidence (deVries, Visser,
and Prechtl, 1985). Movement is spontaneous, endogenous, and
typically cycles between activity and rest. Breathing move-
ments and jaw movements have begun. Hands are busy inter-
acting with other parts of the body and with the umbilical cord.
From this early stage onward, movement is a primary activ-
ity, sometimes begun spontaneously, sometimes provoked by
events. Spontaneous movement occurs earliest, probably ex-
pressing purely individual interests and needs. Evoked move-
ment reflects sensitivity to the environment. For example, be-
tween 10 and 15 weeks g.a., when a mother laughs or coughs,
her fetus moves within seconds. [6]

Our sensed and felt co-agency begins as soon as movement starts
for this movement incorporates the sensations of touch, temperature,
pain, hearing, balance and orientation, chemosensors of smell and
taste, mouthing, and sucking and licking which are used to explore
texture, hardness, and contours of objects, and, of course, the pre-
nate’s own body and, in the case of twins, the other’s body too. Nei-
ther mouthing nor sucking and licking in this context are involved
with eating and nutrition, rather they are, as are the others, affective
dialogical means of exploration, and it is in this exploration, this non-
propositional questioning of its world of felt-being-with, that the pre-
nate is establishing its first field of values. Its Umwelt can be better
described as its Mitseinwelt, the felt-being-with, for its experience
is affectively-laden co-engagement; its touching, tasting, hearing is
concernful exploration that matters and is values-realizing from the
start.20

Through its enkinaesthetic sensitivity the agent can establish the
reciprocal affective enfolding required for the timely response and
adaptation it will need post-natally to survive, and the greatest ad-
vantage afforded the burgeoning agent is to feel as it moves, to move
as it feels, and to begin to grasp its world ab initio.21

We are deeply and naturally kinaesthetic and enkinaesthetic,
aware of our bodily movement and our action in the world,
but also able to affect others and be affected by them, mov-
ing and being moved [3] within a reciprocal affective neuro-
muscular dynamical temporal flow. The way in which these
felt somatosensory relations fold and unfold by bringing forth
our world through our kinaesthetic imagination and associated
somatosensory expectations together influences how we will
shape and adapt our world, how we will then adapt to those
changes, and so on. [49, p.179-80]

Our unceasing kinaesthetic and enkinaesthetic felt-engagement,
with its associated somatosensory anticipations, is mutually co-
determining with our motor-sensory evaluations of action possibil-
ities. In all our action, whether it be taking a step forward, reach-
ing out tentatively with a hand, or gazing out over a landscape,
we are continually, as part of our experiential horizon, asking tacit,
pre-reflective, pre-noetic, non-propositionalized questions about our
world and our being with and within it [9, 10]. Thus the feeling

20 For a thorough and engaging discussion of values, affordances, and value
fields, see [26, 27, 46].

21 The ambiguity with the term ‘grasp’ is intentional.
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of being is, by its nature, a feeling of being with, the capacity for
enkinaesthetic dialogue is an a priori nomological condition for
agency, and, through the creation of kinaesthetic memories, melodies
and imagination [48, 50], the generation of a felt anticipatory dy-
namics, makes possible the effective engagement with object- and
movement-dependent sensorimotor contingencies [36]. In our inter-
subjective openness we don’t just possess a transcendental intersub-
jectivity [58], we possess a transcendental enkinaesthesia.

5 ENKINAESTHESIA
The enkinaesthetic dialogue is rarely, if ever, simply two, though with
the influence that language has had on our thinking we do tend to
characterize it in this way. We exist within an ongoing processual
dialogue from our earliest moments in utero to the time in which
we cease to feel, and at that point others don’t cease to feel, that is,
to be enkinaesthetically linked to us. This is part of a universal dia-
logue that consists of a topologically complex web of relations of the
community and reciprocity of sensing and experiencing agents and
things and their felt implicit, and, sometimes, explicit intentional co-
agency. It is this which co-constitutes conscious relations and the ex-
perientially recursive temporal dynamics of the non-symbolic, non-
representationally-based experiential horizon for all agents.

The organism does not develop in isolation from what happens
around it; it is literally created (hence poien) by nature, while at
the same time modifying both nature and itself. In this respect,
autopoiesis more accurately describes what in the phenomeno-
logical structure of Paarung is generally presented as an experi-
ential circularity, because the former stresses that the autonomy
of the living [being] is the very result of its contextual depen-
dence. [17, p.179-80]

Enkinaesthesia may emphasise the neuromuscular dynamics of
the agent, the givenness22 [24] of its experience, but it also empha-
sises the entwined, blended and situated co-affective phenomenolog-
ical structure of Paarung. Unlike the circularity that characterizes
Paarung enkinaesthetic activity possesses a recursive dynamics, and
it is these experientially recursive temporal dynamics that lead to the
formation and maintenance of integral enkinaesthetic structures and
melodies. Such deeply felt enkinaesthetic melodies emphasise the di-
alogical nature of the feeling of being as necessarily having the feel-
ing of being-with, being-among, or even being-in-with, and demon-
strate the paucity of those notions that individuate agents and objects
and treat them as singular and independent, as states and substances.

If one wants to speak of a commitment to the alive conscious-
ness of others here, one should speak not of a cognitive com-
mitment but, rather, of a practical commitment. Like the baby
in relation to her mother, we are involved with each other. It is
our joint cohabitation that secures our living consciousness for
each other. We live and work together. [37, p.33]

It is certainly our ‘cohabitation’, our being in affective relations
of community and reciprocity, that secures our living consciousness
for one another; the pragmatics of the commitment, of the living and

22 We might understand self-givenness in terms of Husserl’s concept of “ei-
detic intuition”: the direct givenness which “refers to the acts in which
‘objects show up in person”’ [18, p.45] and which primarily reveals itself
as a perceptual and imaginative act concerned with disclosing an essence
[ibid., p.55]. Self-givenness is concerned with the revelation of the tight
experiential coupling between body and ownership of the experience.

working together are, in a strong sense, to do with survival. But “our
living consciousness for one another” is just one element of a much
broader ‘practical commitment’ expressed throughout the enkinaes-
thetically co-ordinating, values-realising ongoing processual situa-
tion which comprises no well-defined boundaries between agents,
actions, substances, and objects. It is a ‘practical commitment’ which
emphasises the bodily, kinaesthetic affective tonalities that underpin
and make possible the proto-modal in relationships, or what Gendlin
calls the “implicit interactional bodily intricacy”.

There is an implicit interactional bodily intricacy that is first
– and still with us now. It is not the body of perception that
is elaborated by language, rather it is the body of interactional
living in its environment. Language elaborates how the body
implies its situation and its next behaviour. We sense our bod-
ies not as elaborated perceptions but as the body sense of our
situations, the interactional whole-body by which we orient and
know what we are doing. [22, p.352]

What seems to be missing from both authors, Noë and Gendlin, is
the reciprocal co-affectivity of these feeling states in the co-creation
of the interactional dialogue. Such co-affectivity is characterized by
being inherently intentional, which is to say that being-with and
being-among is necessarily relational and comes already clothed in
‘aboutness’, already saturated with intentionality.23 The ‘knowing’,
referred to by Gendlin, occurs through the enkinaesthetic affective
enfolding which enables the balance and counter-balance, the attune-
ment and co-ordination of whole-body action through mutual, let’s
say, reciprocal adaptation. It is this that Maturana refers to as ‘lan-
guaging’.

To language is to interact structurally. Language takes place in
the domain of relations between organisms in the recursion of
consensual coordinations of actions, but at the same time lan-
guage takes place through structural interactions in the domain
of the bodyhoods of the languaging organisms. . . . As the body
changes, languaging changes; and as languaging changes the
body changes. [34, §9.5]

Thus we exist in a continuous flow of the creation and fragmenta-
tion of agential-kinaesthetic, interpersonal, intersubjective, intercor-
poreal, enkinaesthetic melodies. But we must be clear that enkinaes-
thesia is not simply empathy by another name or in another guise.

Whilst I agree wholeheartedly with the claim that “Individual hu-
man consciousness is formed in the dynamic interrelation of self and
other, and therefore is inherently intersubjective.” [52, p.1], it is nei-
ther just at the level of persons or selves that this interrelation occurs,
and nor is is restricted to human consciousness [15]. Additionally,
and more importantly, there is a strong sense in which the individ-
ual at a sub-personal level is never an individual; at this level of ex-
planation the agent is a co-constituent of an enkinaesthetically co-
ordinating, values-realising situation, and it is the situation, with its
pico-scale affective and motor resonances, which needs to become
the focus of our attention. Current work in empathy, even at the

23 Husserl speaks of the hyle or hyletic as the sensuously palpable affection
in a temporal horizon of subjective bodily living [31, §85, pp.203-7], but
he seems inconsistent in terms of the relational dialogue for he denies the
intentionality of the sensuous saying: “the sensuous, which has in itself
nothing pertaining to intentionality” [ibid. p.203]. But if the hyletic core
affection is non-intentional, as Husserl would seem to think, we would be
unable to establish kinaesthetic memories, melodies, and anticipations but,
much more seriously we would be ineffective socially, unable to engage
enkinaesthetically through the “passive synthesis” of affective enfolding.
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lowest level of its conception as spontaneous and unreflective mo-
tor mimicry [15, p.39], fails to address this in sufficient detail; it also
fails to prioritise the situation over the individual when it is no longer
the individual which should be the primary concern.

Co-dependent enkinaesthetic affectivity must be primitive to and
necessary for empathy. As Cowley says “First, we interact and co-
engage; later, as persons, we construe experience.” [11]. Empathy
is felt at an intersubjective personal level and is one of the ways in
which we construe experience, but that construal emerges through
a topologically complex dialogical array of affective co-agency, that
is, the rich enkinaesthetic co-engagement of perpetual situations. The
intentional arc of action is not the means to put ourselves into a situ-
ation [35] but the means with which we propel ourselves fallenly and
thrownly, in the Heideggerian senses, through the – experientially
entangled, continuously folding, enfolding and unfolding – situation
which constitutes our Lebenswelt with its inevitable Mitseinwelt.

6 ENKINAESTHESIA AND THE
ETHIOSPHERE

The ‘situations’ agents inhabit possess, what Steinbock [47] refers
to as, affectively “saturated intentionality”. It is through the inten-
tionally saturated affectively-laden enkinaesthetic engagement that
things and others in our Mitseinwelt are felt as concerns for us. We
reach, touch, taste, grasp, hear, and see, and all as the felt mattering
of spontaneously occurring motor and aesthetic evaluation. We may
speak of things and agents but it is at the level of perceptual and ki-
naesthetic experience that we are primordially related to our world.
It is at the level of textures, smells, tastes, colours, movement, and so
on, that we check out our world, asking non-cognitive, pre-reflective
questions about whether it will continue as it feels now, anticipating
how it might change and how it would feel if it does, and being most
keenly aware of ourselves, not when it all runs smoothly but, when
our anticipations are confounded. All of this rich experiential tapestry
is woven through with the primordial moods of care and the openness
to the possibility of fear. Through our ongoing processual enkinaes-
thetic dialogue we project ourselves into our possibilities; we grasp –
with our hands, our eyes, and our heads – the perceptual-kinaesthetic
values and facticity of our “Being- already-in-(the world) as Being-
alongside (entities encountered within the world)” [23, p.237].

Thus, it is within the continuous flow of the creation and frag-
mentation of agential-kinaesthetic, interpersonal, intersubjective, in-
tercorporeal, enkinaesthetic melodies that these situations constitute
“our living consciousness for one another”; and it is the felt reci-
procity of active forces between agents – again, the enkinaesthetic
– which “over-determines” the relational community and which ex-
presses, in their embodied affective manner, the vacillations of free-
dom, commitment, and responsibility felt in our temporally recursive
relationships with one another. We are endogenously ethical, folding
enkinaesthetically into the being-in-time of the other.

So, if agents are, as I have argued, transcendentally enkinaesthetic,
and our actions ab initio in utero are felt concernful matterings which
are values-realising, then the domain of values, what I shall here call
the ‘ethiosphere’, is co-extensive with the domain of that which we
deem to matter and have meaning for us, that is, it is co-extensive
with the semiosphere. Since “Every action . . . that consists of per-
ception and operation imprints its meaning on the meaningless ob-
ject” [55, p.31], and every action is affectively-laden co-engagement
replete with concernful, values-realising exploration, every action,
even in utero, operates within the semiosphere, the immanent habi-
tus, and that semiosphere extends throughout the biosphere.

The semiosphere is a sphere like the atmosphere, the hydro-
sphere or the biosphere. It penetrates these spheres and consists
in communication: sounds, odours, movements, colours, elec-
tric fields, waves of any kind, chemical signals, touch etc. [28,
p.35]

Our senses open us to the reception of these forms of communica-
tion, but it is not a passive reception; it is a reciprocally affective,
intentional, co-agential, concernful, enkinaesthetic communication
in which we are able to affect others and be affected by them, to
move and be moved within the sphere of ethical engagement, that
is, within the ethiosphere. The implications for the community and
reciprocity of enkinaesthesia and its ranging over the ethiosphere, all
that is sensed and felt by the agent, is significant. Although the de-
tails of this significance cannot be drawn out at length here, there are
a number of instances which can be presented as a means to advance
the claim.

Merleau-Ponty, though ostensibly speaking about the conscious
‘cognitive’ relation whilst I have emphasised the dialogical ‘felt’ one,
recognises the fragmentation and failure of the intentional enkinaes-
thetic relation in illness.

Let us therefore say . . . that the life of consciousness-cognitive
life, the life of desire or perceptual life-is subtended by an “in-
tentional arc” which projects around about us our past, our fu-
ture, our human setting, our physical, ideological and moral sit-
uation, or rather which results in our being situated in all these
respects. It is this intentional arc which brings about the unity
of the senses, of intelligence, of sensibility and motility. And it
is this which ‘goes limp’ in illness. [35, p.136]

In all organisms the intentional agency directed towards another,
that is, its conscious affective, enkinaesthetic relation to the other,
is seeking to affect the other and be affected by the other. As Rat-
cliffe states “practical relatedness between people [is] an aspect of
interpersonal understanding and experience that typifies most social
encounters” [42, p.196] and through which “patterns of affective in-
teraction between people” [ibid. p.197] are established which make
mutual understanding possible. So, if the organism, whilst function-
ally fit, attempts to fold into its environment but the environment
fails to perceive it or perceives it but fails to respond to it – say in the
case of being rendered socially invisible through ostracism – the or-
ganism will feel the failure in affective response; the enkinaesthetic
entwining, blending and situating co-affective feeling of the presence
of the other will be absent, and the negation of affect will be felt as
suffering. This is a case of social ailment that ruptures the enkinaes-
thetic relatedness and produces a real bodily affective disorder, but
Ratcliffe presents a cogent account of how changes in “existential
feeling, involving the diminution or absence of possibilities for inter-
personal relatedness” [2008a p.143] can be presented as explanations
for Cotard’s and Capgras’ syndromes and depersonalisation. 24

24 Cotard’s delusion was first identified by Jules Cotard in 1880 and is char-
acterised as délire des négations, that is, the delusion that one is dead or
that the world no longer exists. [See, for example, [57, 1, 41].] Capgras
delusion is characterised by a person’s being able to recognise a family
member or friend as a family member or friend, but simultaneously believ-
ing the person to be an impostor. [See, for example, [4, 39, 25, 41, 42].
It is now proposed that in both instances there is a malfunction between
the face recognition areas of the brain (the fusiform gyrus) and areas as-
sociated with emotional recognition, for example, the amygdala and other
limbic structures. The face may be recognised by the proper functioning
fusiform structures but, because of the faulty connection, it lacks the usual
affective accompaniment that generates emotional recognition.
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Significantly for the robustness of the claim for an enkinaesthetic
dialogue, Ratcliffe argues that none of these illnesses results from
affective diminution alone, rather it is an affective diminution that
results in the fragmentation of the practical relatedness and loss of
possibilities for attunement. The person who suffers from Cotard,
Capgras or depersonalisation is, to varying degrees, incapable of feel-
ing the reciprocally affective, intentional, co-agential, concernful ex-
istential feelings of Being-alongside. The diminution of affect dims
the capacity for motor-aesthetic value-realising engagement, reduc-
ing their field of concernful mattering, and damaging their well-being
and overall functional fitness. As their ethiosphere shrinks, so shrinks
their field of engagement, their semiosphere.

In the context of non-communicative states we find another excel-
lent example of the potential explanatory power of enkinaesthesia.

The sensation or feeling we have of Being-alongside, the Mitsein-
welt, is conscious within topologically complex affectively-laden di-
alogical fields. In some dream states we are able to create these fields
in the absence of actual waking experience; REM sleep and Lucid
Dreaming offer such possibilities, but in a coma this ability seems
lost. In a coma or under general anaesthesia there is a temporary
cessation of the normal practical relatedness we feel; our level of
arousal and our awareness of the environment and ourselves is low
to non-existent [38]. There is an absence of existential feeling. How-
ever, in, for example, a minimally conscious state25 which possesses
a higher level of arousal and, in some cases, a greater level of aware-
ness of the environment and the self, some relatedness continues to
be present and it might be possible to create other forms of related-
ness by suggestion from outside [33]. The problem in these cases is
how to disentangle the automatic brain activation from the conscious
intentionally-related activation.

Owen et al. (2006) have recently addressed this issue by ask-
ing non-communicative patients to actively perform mental im-
agery tasks. In one exceptional VS patient studied five months
after a cerebral trauma, activation was observed in the supple-
mentary motor area after being asked to imagine playing ten-
nis. When asked to imagine visiting the rooms of her house,
activation was seen in premotor cortex, parahippocampal gyrus
and posterior parietal cortex. Near identical activation was ob-
served in the 34 healthy volunteers studied in Cambridge and
Liège. The patients decision to imagine playing tennis rather
than simply rest must here be seen as an act of willed intention
and, therefore, clear evidence for awareness. [33, p.735]

Whether or not this patient did ‘decide’ to play tennis is not im-
portant in this paper, what is important is the relatedness which was
becoming possible. It is with the possibility of relatedness that the
world reopens to us, disclosing itself once more as the arena for enk-
inaesthetic dialogue, concernful exploration and a field of values-
realising possibilities. This corresponds well with what Laureys et
al. [33] say next: “Interestingly, when re-examined six months later
the patient showed inconsistent visual tracking–the most frequently
encountered clinical sign of recovery from VS”. [ibid.] This pa-
tient’s recovery coincides with an improvement in their enkinaes-
thetic awareness and, thus, their motor-aesthetic values-realising en-
gagement.

To the case of illness we can also add the loss of the reciprocal felt
intentional relation in grieving for the death of another. For example,
a friend has recently lost her cat to cancer, she grieves for the loss.

25 Minimally conscious states can include some kinds of vegetative state,
more normally those described as ‘persistent’ not ‘permanent’. [33]

Perhaps we might explain the grief in the following way: the dialog-
ical relation she had with Sara [the cat] continues even though Sara
has gone. She still thinks about Sara, expects to see her and to reach
out to touch her, and anticipates her purr and her vocalisations. In
part my friend’s grief is a result of the absence of the habituated enk-
inaesthetic feedback in that topologically rich dialogue. We become
used to interacting with and being affected by the other, anticipating
and receiving feedback from the other, like the purring that the cat
does when we stroke it, but that deeply felt reciprocated response is
no longer there to be received. The co-engagement is absent, and the
lack of affective feedback is felt quite simply as negative affect and
loss.

One brief last word is important to respond to a possible objec-
tion and emphasise the range over which the ethiosphere can be said
to extend. Tønnessen [54] distinguishes between the semiotic niche
or semiosphere, and an ontological niche. The semiotic niche, he ar-
gues, operates within the class of ideal agents, and the ontological
niche describes real agential relations. So, the ontological niche con-
cerns living organisms. If we accept his distinction, then the ethio-
sphere would seem most naturally to apply in real world circum-
stances where the relations are felt concernful matterings and not
over the semiosohere; however, from an enactivist ethical considera-
tion of real, multi-directional, contrapuntal relations [8], it would be
possible to conceive of, and even formulate, a normativity that ought
to hold in ideal circumstances and, thus, across the semiosphere. So,
although at first glance the notion of the ethiosphere seems more
clearly co-extensive with the non-ideal ontological niche, there is no
confounding reason to think it not, at least, potentially co-extensive
with the semiosphere as well.

7 CONCLUSION
I have argued that the capacity for enkinaesthetic dialogue is an a
priori nomological condition for agency and the generation of a felt
anticipatory dynamics both within and between agents. It is not em-
pathy but it is a necessary requirement for empathy. It corresponds in
some ways to the ‘existential feeling’ spoken of by Ratcliffe [41, 42]
but the emphasis in enkinaesthesia is on the dialogue: the topolog-
ically complex web of relations of the community and reciprocity
of sensing and experiencing agents and things and their felt im-
plicit, and, sometimes, explicit intentional co-agency. Enkinaesthetic
dialogical-relations are the preconceptual, prenoetic, experientially
recursive temporal dynamics which form the deep extended melodies
of relationships-in-time, and any understanding of how those rela-
tionships work, when they falter, when they resonate sweetly, and so
on, will depend on a grasp, not only of our intersubjectivity or our in-
tercorporeality but, of our enkinaesthesia. In arguing for this I hope to
have demonstrated how these enkinaesthetic melodies emphasise the
dialogical nature of the feeling of being as the feeling of being-with
or being-among, and to have demonstrated the paucity of individuat-
ing notions that treat agents as isolated and singular. I hope also to
have shown the explanatory power and potential that enkinaesthesia
has in the contexts of “mental” illness, health and caring.
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Benjamins, 2007.



39

[4] J Capgras and J Reboul-Lachaux, ‘Illusions des ’sosies’ dans un délire
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Situating enactive processes or placing the observer back
in the scene: a case for the empirical study of perception

Etienne B. Roesch 1 and Carol MacGillivray 2 and Bruno Mathez 2 and
Frédéric Fol Leymarie 2

Abstract. Most of what is known about visual perception in hu-
mans is due to empirical work relying on computerised display. In
this position paper, we argue that this technology does not permit the
investigation of the enactive processes that support visual experience.
We discuss the requirements for investigation of situated, embodied
interaction of an observer with an observed scene, and introduce the
Diasynchronoscope, an art-form technique that permits the explo-
ration of perception in situ. For the enactive paradigm to be success-
ful, we argue, researchers need to be aware of the biases introduced
by the technology used in empirical work, and explore alternative
ways to probe enactive cognition.

1 INTRODUCTION

In its most notorious formulation, enaction bridges experience and
the outside world by emphasising the role played by the body in the
meaningful interaction of the organism with the environment [18].
As such, this extension to cognitive science contrasts with the more
mainstream paradigm that focuses almost exclusively on the brain,
and draws from concepts of the computational theory of mind, like
information processing modules and representations as internal mod-
els of the outside world [3, 4, 16]. In this position paper, we argue that
current empirical methods to the study of visual perception reinforce
the computational paradigm, and do not permit the investigation of
the enactive processes that give rise to visual experience. We review
hardware, software and contextual considerations that may impact on
what is available to researchers in a typical empirical setup, and then
present the Diasynchronoscope, an animation technique that makes
the investigation of perception in situ possible [8, 9].

Enactive processes pertain to the closed-loop operations that
ground the biological organism in the environment, progressively
supporting the most optimal way to perceive and react to stimulations
[15]. In the case of visual perception, these processes encompass the
interaction between reflections of light and the perceiving organism,
as well as the sense of embodiment and situatedness experienced by
the organism, brought forth by a process of sensorimotor exploration
[13], homeostasis (in the context of autopoiesis, see [11]), propri-
oception and the indelible experience of the physics of the world.
Through this slow and maturing process, the biological substrate ad-
justs itself to the demands of the environment, to reach a state of
balance that will ground and support the interaction of the organism

1 University of Reading, UK
– Cybernetics, School of Systems Engineering
– Centre for Integrative Neuroscience and Neurodynamics
Correspondence: contact@etienneroes.ch

2 Department of Computing, Goldsmiths, University of London, UK

with the environment. These adjustments occur at many levels, in-
cluding the central [2, 1] and the peripheral nervous systems. Visual
perception then results from the interaction between the many levels
of processing in the nervous system.

Models of visual perception often describe the different stages of
processing that a visual percept must go through, often sequentially,
to reach awareness and be acted upon by an observer; see for in-
stance [14]. This theoretical work originates from empirical studies
that place the observer in highly controlled situations, with the hope
of disentangling these so-called computational stages of processing
[10]. These controlled situations often approximate the interaction
with the environment an observer is believed to experience, with
the help of technology. Typically, a scene will be simulated and pre-
sented on a display, i.e. a computer monitor, and the observer is asked
to perform some task, e.g. a discrimination task. It is understood, but
often forgotten, that this simulation process only recreates an incom-
plete representation of the richness that composes the interaction of
the observer with the perceived scene. To study stereopsis, for in-
stance, which is the ability to experience 3D vision, experimenters
will derive a 2D representation of a 3D scene [17], to be displayed
on a 2D monitor or at best on a 3D virtual reality display, thereby
losing a range of information related to the physical presence of the
observer inside the observed scene, e.g. the experience of gravity, the
intrinsic balance of the body or the physics underlying light propa-
gation that forms natural colors.

Even though using these methods have been very informative,
yielding a detailed description of some of the processing stages of
visual information, we argue that a successful approach to investi-
gating perception will not limit the field of study to simulated situa-
tions. Instead, greater emphasis should be placed on the construction
of empirical situations that resembles natural interaction as closely
as possible, while ensuring the quality criteria intrinsic to the scien-
tific method, e.g. reproducibility, precision, accuracy and hypothe-
sis testing. In the following, we present the Diasynchronoscope, an
animation technique that has been used as an art form to recreate
Gestalt-based perceptual phenomena, and which, we argue, may al-
low researchers to probe perception in situ.

2 THE DIASYNCHRONOSCOPE TECHNIQUE

The name Diasynchronoscope1 combines ”diachronic”, the study
of a phenomenon as it evolves over time, with ”synchronous” and
”scope” (view), to evoke the experience that this technique generates
for the observer [8, 9]. The Diasynchronoscope employs a simple

1 http://www.doc.gold.ac.uk/diasynchronoscope



41

technique to create animation out of inanimate objects. Each sculp-
tural installation is composed of objects arranged in space so as to
represent the unfolding of an animation over time. The objects are
shaped to represent the interaction of the object with the environ-
ment (e.g., using the animation tropes of squash and stretch to rep-
resent weighted interaction with the environment, and enhance the
impression of speed). The sculptures thus consist of multiple objects
representing a single object. The objects are then lit selectively and
sequentially, unveiling one object at a time, thereby creating the em-
bodied equivalent to an animated cartoon (see Figure 1). The ob-
server is placed inside the scene, and perceives a continuity in the in-
teraction of the object with the environment, as if observing a moving
object evolving in space and time. The perception can be reproduced
very precisely and as often as necessary.

Figure 1. Design of a simple Diasynchronoscope animation representing a
bouncing cube. The figure shows the whole installation. Notice the distortion
of the shape of the cube, and the spacing between each of the cubical blocks
that give the impression of speed, rigidity/flexibility and interactivity with
the environment; here, the ground plane of the scene. The closer the blocks
are together, the slower the impression of movement. During the animation,

each object is lit sequentially, leading the observer to perceive the
continuous interaction of the cube with the environment. The animation runs

at 24 frames per second (fps) where each frame represents 41.6
milliseconds; the first four blocks and the last two blocks are illuminated for

83.2 ms (2 fps), block five (the squashed block) is lit for 124.8 ms (3 fps),
and the sixth block for 20.8 ms (1 fps).

We contrast this novel technique against visual displays of the type
most often used in perceptual experiments in psychophysics, psy-
chology and neuroscience, namely computer monitors. Importantly,
transposing a natural scene to such a display implies complying with
constraints at both hardware and software levels, which may have a
significant impact on the quality of the resulting 2D representation.

First, these devices vary in (viewable) screen size, luminance,
display resolution, refresh rate (temporal resolution), contrast ratio,
viewing angle and ICC2 colour profile, amongst other criteria. Colour
display is achieved through the approximation of the distribution of
light power against wavelengths, through electro-chemical mecha-
nisms: e.g., by combining red, green and blue phosphors, excited by
an electron beam, in the case of traditional cathode ray tube monitors
(CRTs).

Second, in a typical perceptual experiment, the participant (ob-
server) is seated at a distance of about 60 cm away from the monitor,
presented with a display of about 30 visual angle, in a dimly lit room.

2 International Color Consortium (ICC), an international consortium respon-
sible for the definition and diffusion of open, vendor-neutral and cross-
platform standards for colour management systems.

The experimenter proceeds with displaying stimuli of interest on the
monitor. These visual stimuli result from the calculation of the best
2D representation possible of the 3D scene to be displayed, which
is then rendered on the display. This calculation takes into account
optical conditions, such as stereopsis, parallax, perspective or field
of view, computed against idealised laws of physics if needed.

The nature of this setup permits the fine control of empirical situ-
ations, by providing researchers with ways to control for the effects
of the parameters that are believed to play a role in perception. The
ability to manipulate the material recreated, however, comes with a
significant overhead related to the necessity to comply with the con-
straints imposed by the technology, both at the hardware and the soft-
ware levels. For instance, on CRTs, images displayed go through a
rendering process constrained by the refresh rate of the raster beam;
this process creates flickering, which creates perceptual noise. Even
if this flickering may not be consciously reported by observers, ev-
idence shows that it is perceived by the perceptual system and will
thus impact perception [7]. Newer displays, like modern LCDs or
Thin Film Transistor technology, do not exhibit flickering due to
raster beam, but suffer extremely poor accuracy and reliability that
make them unusable for perceptual research [19].

Taking these elements into account, arguably the perception ex-
perienced by the observer in such a situation is somewhat remote
from the more natural one that sees the observer situated inside
the observed scene. In contrast, techniques like the Diasynchrono-
scope quite literally take perception out of the box, by providing re-
searchers with a screen-less method to empirically study perception.
Our preliminary work shows that it is possible to create replicable,
screen-less animation in such a way that the observer perceives a con-
tinuous flow of perception, supporting a communication with their
environment that closely resembles the interaction with a real-life, at
scale moving object.

Figure 2. Schematic representation of an installation within the
Diasynchronoscope technique–here a bouncing cube. The observer is

standing up in the middle of a dark room, and perceives the animation as the
objects are lit sequentially around them. By standing up in the middle of the

observed scene, the experience of the observer is enriched by their
perception of gravity, the intrinsic motion due to their balance, and their

positioning in the scene. In situation, only one object (in white in the picture)
is illuminated at a time; the room is completely dark and the other objects (in

orange in the picture) are not visible.

Furthermore, a typical installation created within the Diasyn-
chronoscope technique will see the observer standing up in the mid-
dle of the scene to be observed. In one installation, for instance, a
bouncing ball may progress from one side of the room to the other,
reacting to obstacles on the way. By standing up in the middle of this
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scene, the observer’s visual experience will be enriched with their ex-
perience of their own interaction within the scene, as brought forth by
gravity, for instance, their sense of balance and proprioception, which
will continuously impact on their perception of the moving ball (see
Figure 2). A growing body of results indeed shows that these aspects
of embodiment may play a significant role in perception: The expe-
rience of gravity, for instance, shapes our expectations of trajectories
in space and time, explaining why the temporal aspect of a ball mov-
ing upward will be experienced less reliably, compared to that of a
ball moving downward [12].

Interestingly, taken together, the results from this latter set of ex-
periments show that accurate perception of motion duration is en-
hanced for objects moving according to gravity constraints, i.e.,
downward, even though this effect was not very large, 10-20% de-
pending on the experimental condition [12]. The authors further dis-
cuss the role of the cues provided to the participants on the computer
screen, which signified the scale of the moving objects, and hypoth-
esise that more realistic cues would yield much stronger effects [20].
In two of the six experiments conducted, the researchers tried to ma-
nipulate the experience of gravity itself by either tilting the seat of
the participants or tilting the computer display by 45 degrees relative
to Earth vertical. The authors replicated the trend of their results, but
were unable to disentangle the role of experienced gravity in percep-
tion.

The Diasynchronoscope is by nature a situated and embodied
mode of perception, and we thus posit that empirical work using this
technique will permit to answer questions such as the role of ex-
perienced gravity in perception. By standing up in the middle of the
scene, by being able to move freely and balance naturally, we hypoth-
esise that the accompanying visual perception will be more accurate,
more reliable and more precise, compared to a situation where the
observer would be seated in front of a computer display. In addition
to the effect of gravity standing up, versus seated on a chair, we hy-
pothesise that the Diasynchronoscope will permit the investigation of
aspects of perception related to stereopsis, parallax, depth, perceived
time of motion and velocity, amongst others.

3 CONCLUSION AND DISCUSSION

In this position paper, we took a broad perspective over the empirical
process that led to most of our knowledge about the visual system
in humans. In particular, we critically analysed the role of computer
displays in shaping the kinds of interactions that may be accessible
to perceptual researchers. We argue that, in many ways, this technol-
ogy hinders the exploration of the enactive processes at play in visual
perception. We described hardware, software and contextual consid-
erations that have a significant impact over the kind of information
that is made available to researchers through empirical enquiry.

The enactive agenda in cognitive science emphasises the funda-
mental role of the perception–action loop for cognition, highlighting
features of situatedness and embodiment. By providing researchers
with the ability to animate objects in space and time, the Diasyn-
chronoscope technique is ideally suited to layout the empirical con-
ditions to investigate the effects of both of these aspects for cogni-
tion in general, and perception in particular [15]. Unlike the situa-
tions available to perceptual researchers through other technological
means, like computer monitors, the observer is literally situated in-
side the observed scene, experiencing the full blown embodiment of
their interaction with the environment. The observed scene is at scale,
resembling as closely as possible life-size interactions that may occur
with animated objects in space and time. Researchers are thus given

the opportunity to observe and measure aspects of perception that
are not readily available in typical empirical setups, like sensorimo-
tor exploration in action or the role of proprioception in perception.

Other technologies may allow the creation of an immersive 3D
environment, which could be used to probe some of the aspects of
perception discussed in this paper, including 3D technology based
on optical setups (e.g. anaglyphs/color filters or polarized lenses that
separate the information available to both eyes), goggle-mounted vir-
tual reality displays or cave automatic virtual environments (CAVE).
Generally, these techniques are not easy to adapt to empirical re-
search, requiring a lot of technical expertise and significant financial
overheads. More importantly, none of these techniques allow for the
creation of realistic interaction with objects in space and time in such
a way that the observer feels embedded in a scene unfolding before
their eyes3.

Our efforts to develop new ways to probe enactive processes
closely relates to work in the field of ”experimental phenomenol-
ogy”, where researchers attempt to probe the lived aspects of the
human mind. In particular, we propose that the Diasynchronoscope
resonates with the concept of enactive interfaces proposed by Froese
et al. [5] to describe devices that support ”the enaction of new modes
of experiences” [6]. Even though the Diasynchronoscope does not
enter the original definition sensu stricto, which bounds the category
to technological devices designed for augmented perception, we feel
our goal is similar: going beyond the techniques and technologies
currently available to researchers, and creating novel ways to explore
the experiential aspects of the mind.

In conclusion, by pointing out aspects of perception that are not
readily available to researchers with traditional empirical methods,
which we think of as constitutive and core to the enactive process
supporting perception, we assert that orthodox empirical methods
bias our theoretical understanding of perception. Particularly, by im-
posing constraints on empirical designs, we propose that technology
reinforces features of the computational paradigm in cognitive sci-
ence, like stepwise, feed-forward information processing grounded
in the passive reception of information by the mind; hence rein-
forcing static notions of domain-specific, encapsulated, automatic
and ballistic information modules. Importantly, in this paper we de-
scribed what might seem a conundrum for vision researcher, but we
overtly suggest similar situations may arise in the investigation of
other aspects of cognition.
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A Vighetto, F Mauguière, and O Bertrand, ‘Human lateral geniculate
nucleus and visual cortex respond to screen flicker’, Annals of neurol-
ogy, 53(1), 73–80, (2003).

[8] C MacGillivray and B Mathez, ‘Co-authored narrative experience: Af-
fective, embodied interaction through combining the diachronic with
the synchronistic’, Design and semantics of form and movement, 62,
(2012).

[9] C MacGillivray, B Mathez, and F Leymarie, ‘Developing a system of
screen-less animation for experiments in perception of movement’, in
the Proceedings of the Eighth Annual Symposium on Computational
Aesthetics in Graphics, Visualization, and Imaging, pp. 71–80. Euro-
graphics Association, (2012).

[10] David 1945-1980 Marr, Vision : a computational investigation into the
human representation and processing of visual information, San Fran-
cisco : W.H. Freeman, 1982.

[11] Humberto Romesin Maturana and Francisco Varela, Autopoiesis and
Cognition: The Realization of the Living, D. Reidel Publishing Com-
pany, Dordrecht, Holland, 1980.

[12] A Moscatelli and F Lacquaniti, ‘The weight of time: Gravitational force
enhances discrimination of visual motion duration’, Journal of Vision,
11(4), 5–5, (April 2011).

[13] J K O’Regan, Why red doesn’t sound like a bell: Understanding the feel
of consciousness, New York : Oxford University Press, 2011.

[14] Tomaso Poggio, ‘The computational magic of the ventral stream’, Na-
ture Precedings, (2012).

[15] Etienne B Roesch, Slawomir J Nasuto, and Mark J Bishop, ‘Emotion
and anticipation in an enactive framework for cognition (response to
Andy Clark)’, Frontiers in Psychology, 3, 1–2, (2012).

[16] Matthias Scheutz, Computationalism, New Directions, The MIT Press,
2002.

[17] Clifton M Schor, ‘Stereopsis’, in The Visual Neuroscience: Volume 1,
1300–1312, MIT Press, Cambridge, MA, (2004).

[18] Francisco J Varela, Evan Thompson, and Eleanor Rosch, The embodied
mind : cognitive science and human experience, Cambridge, Mass. :
MIT Press, 1991.

[19] Stefan Wiens, Peter Fransson, Thomas Dietrich, Peter Lohmann, Mar-
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20 Years After The Embodied Mind–Why is Cognitivism
Alive and Kicking?

Vincent C. Müller 1

Abstract. I want to suggest that the major influence of classical
arguments for embodiment like ”The Embodied Mind” by Varela,
Thomson & Rosch (1991) has been a changing of positions rather
than a refutation: Cognitivism has found ways to retreat and regroup
at positions that have better fortification, especially when it con-
cerns theses about artificial intelligence or artificial cognitive sys-
tems. For example: a) Agent-based cognitivism’ that understands
humans as taking in representations of the world, doing rule-based
processing and then acting on them (sense-plan-act) is often limited
to conscious decision processes; and b) Purely syntactic cognition is
compatible with embodiment, or supplemented by embodiment (e.g.
for ’grounding’). While the empirical thesis of embodied cognition
(’embodied cognitive science’) is true and the practical engineering
thesis (’morphological computation’, ’cheap design’) is of- ten true,
the conceptual thesis (’embodiment is necessary for cognition’) is
likely false - syntax is often enough for cognition, unless grounding
is really necessary. I conclude that it has become more sensible to
integrate embodiment with traditional approaches rather than ”fight
for embodiment” or ”against cognitivism”.

1 Cognitivism / Computationalism
The classic view of what is called ’cognitivism’ or, more accurately,
’computationalism’ is that syntactic processing over symbolic rep-
resentation is sufficient for intelligence, or perhaps even necessary
as well (Newell and Simon 1976). It follows that its reproduction
in computing machines will result in intelligence. On this classical
view, artificial intelligence and cognitive science are just two sides
of the same coin:

Artificial intelligence is not the study of computers, but of intel-
ligence in thought and action. Computers are its tools, because
its theories are expressed as computer programs that enable ma-
chines to do things that would require intelligence if done by
people. (Boden 1977: xi)

See also the classic Textbook: Artificial Intelligence: A Modern
Approach, by Stuart Russell and Peter Norvig where they say at the
outset ”We define AI as the study of agents that receive percepts from
the environment and perform actions.” (Russell and Norvig 2010:
viii). This expression has remained the same in the 1995, 2003 and
2010 editions. The only thing that was added in the latest edition is
”We place more emphasis on partially observable and nondetermin-
istic environments” (Russell and Norvig 2010: ix). Philosophically,
the main thesis of classical computationalism is that the human mind

1 Anatolia College/ACT, Greece & University of Oxford, UK
Web: www.sophia.de

is a functional computational mechanism operating over meaning-
ful representations. These representations are caused by information-
theoretical processes (Dretske 1981, 1995) or biological function in
a ”teleosemantics” (Macdonald and Papineau 2006; Millikan 2005).
This account is motivated by classical ’machine functionalism, go-
ing back to (Putnam 1960) and nicely characterized by Churchland:
”What unites them [the cognitive creatures] is that [...] they are all
computing the same, or some part of the same abstract <<sensory
input, prior state>, <motor output, subsequent state>>function.”
(Churchland 2005: 333). The set of functions that can be computed
in this fashion is delineated by the ’Church-Turing thesis’: All and
only the effectively computable functions can be computed by a Tur-
ing machine–i.e. step by step, fol- lowing an algorithm (definite and
finite rule). Machine functionalism together with a semantics make
the basics for classical cognitive science and AI.

1.1 Critique of the computationalist picture
Of course, classical computationalism has come under criticism from
many directions over the years, and some of that criticism has coin-
cided with a perceived lack of tech- nical progress in technical AI.

We will not aim to give any details here, but allow me to mention
a few mile- stones in that debate.

• Computation alone cannot generate intentional states of agents,
especially the state of ’meaning something’. This problem has
prominent forms in the ’Chinese room argument’ (Preston and
Bishop 2002; Searle 1980), the critique of ’encodingism’ (Bick-
hard 1993; Bickhard and Terveen 1996), and others.

• The ’frame problem’, one version of which seems to show that a
computational system cannot make decisions without representing
a very large number of facts (Dennett 1987; Pylyshyn 1987).

• Digital items like ’concepts’, ’words’ or ’phonemes’ play little or
no cognitive role, perhaps no representation plays much of a cog-
nitive role (or none) - anti-representationalism and sub-symbolic
cognition: (for example Bermúdez 2003; Calvo Garzón 2006).

• Human cognition presupposes a human condition (Dreyfus 1992–
originally 1972; Wheeler 2005).

• Cognition is goal-dependent, thus a property only of certain bio-
logical creatures, that act–”enaction” or ”deep embodiment” (Di
Paolo et al. 2010; Froese and Di Paolo 2011).

• All and only the cognitive agents are embodied, cognition is
largely a function of a body, etc. (Clark 1997, 2003; a useful in-
troduction Hoffmann et al. 2010; Varela et al. 1991).

• ...

And from all this, one might conclude: ”Cognition is not compu-
tation!”

www.sophia.de
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1.2 Two notions of computing:
At this point, we shall not discuss whether all these arguments and
positions are any good. We will just try to clarify their impact, ac-
tual and argumentational. For these purposes, it might be useful to
remember that there are two basic notions of ’computation’ at stake
here, that are fundamentally different:

• Computing over meaningful representations (GOFAI, ’cogni-
tivism’) (e.g. Dretske 1995; Fodor, 1998).

• Computing over meaningless syntactic tokens.

The failure to make this distinction has some pretty nasty effects:

Mistake 1: [Type: Throw baby out with bathwater]

”Cognitivism is false, therefore cognition is not computation
and AI [via computers] won’t work.”

Mistake 2: [Optimistic extrapolation]

”I am not making Mistake 1, therefore cognition will still be
computation and AI [via computers] with work.”

2 Some Forms of Embodiment
Classical Embodiment

Allow me to expand on these forms of embodiment a little bit,
to see the arguments Useful surveys are (Calvo Garzn and Gomila
2008) and (Shapiro 2011, 2012). Classical Embodiment is largely a
negative thesis against Cognitivism and stresses the bodily experi-
ence:

By using the term embodied we mean to highlight two points:
first, that cognition depends upon the kinds of experience that
come from having a body with various sensorimotor capacities,
and second, that these individual sensorimotor capacities are
themselves embedded in a more encompassing biological,
psychological, and cultural context.

... sensory and motor processes, perception and action, are fun-
damentally inseparable in lived cognition. (Varela et al. 1991:
172f)

An evolutionary motivation (Wolpert)
”Why do we, and other animals, have brains? ... Now you may

reason that we have one to perceive the world or to think. That’s
completely wrong! ... We have a brain for one reason, and one reason
only, and that’s to produce adaptable and complex movements. There
is no other reason to have a brain.” (Wolpert 2011)
Embodiment as offloading (Pfeifer)

Starting with an intuition against ”Cartesian” centralized control,
we try to design robots with simple local control, exploiting body
dynamics and interaction with environment. This results in ”The
Emergence of Cognition from the Interaction of Brain, Body, and
Environment” (Pfeifer and Bongard 2007; Pfeifer et al. 2007). The
main illustrations are things like A) ’passive dynamic walkers’ i.e.
walking robots that need no energy, no motors, just walk down a
slightly downward sloping surface exploiting their body dynamics
in interaction with the properties of the environment (e.g. friction).
B) Insect walking. For example a cockroach has ca. 1 million neu-
rons, of which only 200 descending to body, so the walking move-
ments of each of the six legs is not centrally controlled [Roy E. Ritz-
mann], but rather the result of locally controlled movement. C) Trout

swimming–a trout can remain steady in a flowing stream by exploit-
ing the eddies and whirls of the stream and of its own body with
minimal or no energy use for sidewise movement (a dead trout can
retain this position for some time). D) A host of robots that show
complex behavior with little or no control, just due to their morphol-
ogy. The ’Crazy Bird’ robot with two constant motors but no sensors
showed various behaviors with minor modifications of motor speed
or leg friction1.

An animal can thus walk over a rough surface by exploiting the
elasticity of its body and reducing computation whereas ”a robot built
from stiff materials must apply complex control to adjust to uneven
ground and will therefore be very slow.” (Pfeifer and Bongard 2007:
97). This notion is (unfortunately) called ’morphological computa-
tion’ but is really a non-computational aspect of intelligence (Mller
and Hoffmann in preparation). One why this approach can only be
part of the story is the inherent tension between the stability of mor-
phology and the flexibility required for complex intelligent behavior.
Embodiment as enaction (O’Regan)

Perception in general and seeing in particular is a kind of action–
and this explains ’how it feels’ to us (O’Regan 2011). Since percep-
tion is a kind of action, it requires a body (not just passive sensors).
Cangelosi

There are a number of cases where embodiment influences cogni-
tive processing in more or less surprising ways–thus discrediting the
traditional ’Cartesian’ view of cognition as totally detached from a
body. One method in empirical research to bring out these influences
is ’priming’ and thus a detection of a bias. For example:

• Image recognition tasks: Subjects will press a button faster with
the right hand than with the left if primed with images that suggest
usage of the right hand–an object with ’affordance’ to grasp with
the right, e.g. a coffee cup with its handle on the right.

• If people are made to nod, they are much more likely to agree to a
given statement.

• Priming with ’elderly’ words (or slow animals) make people walk
more slowly.

• Priming with rude words make people more likely to interrupt a
conversation.

Embodiment as grounding (Steels)
Under the impression of arguments against intentional states (esp.

meaning) in computational systems, Harnad formulated the ’ground-
ing problem’: ”How can the meanings of the meaningless symbol
tokens, manipulated solely on the basis of their (arbitrary) shapes,
be grounded in anything but other meaningless symbols?” (Harnad
1990, 335). Researchers in robotics have worked on systems that
provide this ’grounding’ through interaction with the world, some-
times interacting with other robots and thus generating a ’conven-
tion’ for symbols that denote objects or classes in their environment.
Luc Steels has declared this problem ’solved’ (Steels 2008), though
tongue-in-cheek and I have my reservations (see below).

3 What was the argument, again?
It would not be totally surprising if at this point some confusion had
set in, for what was supposed to be the argument, and for which con-
clusion? A number of candidates come to mind:

• Hardware matters for robot performance (more than we thought)

1 http://www.eucognition.org/index.php?page=
behavioral-diversity---crazy-bird

http://www.eucognition.org/index.php?page=behavioral-diversity---crazy-bird
http://www.eucognition.org/index.php?page=behavioral-diversity---crazy-bird
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• Sensation is largely a kind of action (and thus needs a body)
• Large parts of the Brain deal with sensorimotor issues
• Representations need grounding
• Handicapped humans can’t think (or think differently) [???]
• Computers without bodies won’t be intelligent

Clearly, this needs some clearing up and I want to suggest that
there are three different kinds of theses in here, an empirical, a
practical and a conceptual one.

3.1 Empirical,practical,conceptual
The theses are the following, in a first approximation:

• An empirical thesis (about natural cognitive agents, esp. humans).
With the- se agents, it so happens that cognitive, affective and
bodily aspects are inter- twined and inseparable (e.g. Ziemke @
EUCog 2011).

• A practical engineering thesis (on how to best make artificial
agents with certain abilities); a thesis on ’cheap design’.

• A conceptual thesis (about the necessity of a body for cognition,
or a particular body for particular forms of cognition).

4 Re-grouping: Non-cognitivist, non-embodied
computing

To see how the opponents of these embodiment theses have re-
grouped it is necessary to pick up on our point above that computing
may be understood as a syntactic process (in fact, I think it must be
understood in that way). A basic point is that computing as far as it is
well understood is centrally digital computing, i.e. it operates on dis-
crete states that are tokens of a type (e.g. the type ’0’). The operations
on these tokens are algorithmic, i.e. precisely defined step-by- step
and ’effective’ (leading to a result). This stands in a certain tension
to classical computationalism–which Varela et al. call ’cognitivism’,
putting an emphasis on its notion of ’central processing’ rather than
on the form of this processing, namely computing.

4.1 Syntactical Computationalism
In order to motivate that there can be another form of computation-
alism, we need to explain a few things on the notion of computation.
Levels of description

A given computer can be described on three levels of description,
and properties that it has on one level, it will typically not have on
another. The levels are a) physical, in terms of its realization in a
particular hardware with its physical properties; b) syntactic, in terms
of its digital properties that can be described formally, and c) in terms
of semantics, what the digital tokens represent, if anything.

Computational sufficiency

• At some functional level (perhaps several), the brain operates as a
digital computer (syntactically, not over representations). This is
sufficient to generate cognition.

• Computational sufficiency thesis (CST): ”... the right kind of com-
putational structure suffices for the possession of a mind, and for
the possession of a wide variety of mental properties.” (Chalmers
1994, 2012; Shagrir 2012a, 2012b)

Computational universality

• Church-Turing Principle ”Every finitely realizable physical sys-
tem can be perfectly simulated by a universal model computing
machine operating by finite means” (Deutsch 1985: 99)

• ”... everything that the laws of physics require a physical object
to do can, in principle, be emulated in arbitrarily fine detail by
some program on a general-purpose computer, provided it is given
enough time and memory.” [the problem is how the brain gener-
ates new explanations] (Deutsch 2012)

Multiple realizability
Strictly the same computation can be realized on different hard-

ware (on several lev- els) and the same hardware can realize different
computations if interpreted different- ly (on several levels). Here is
an example:

We have a logic gate with two inputs, one output. The output is
of 5 V if both in- puts are 5 V, otherwise 0 V (based on Sprevak
2010). This computes AND: output of 5 V (’true’) iff both inputs
are 5 V (’true’). This also computes OR: output of 0 V (’true’) iff at
least one of the inputs is 0 V (’true’). Which function is computed
de- pends on how this system is used, which interpretation of the
voltages is preferred. So this is a many-to-many relation: strictly the
same computation (e.g. OR) can be realized on different hardware,
and the same hardware can realize more than one computation. This
suggests the multiple realizability thesis:

If a system is not multiply realizable, then it is not computational.

4.2 Example I: Brain functionalism
One growing area where syntactic computationalism is used is the
representation of brain function in purely computational terms. Here
is a classical starting point from Christoph Koch’s Biophysics of
Computation: ”The brain computes! This is accepted as a truism by
the majority of neuroscientists engaged in discovering the principles
employed in the design and operation of the nervous system.” (Koch
1999: 1) And what does that mean? It is thought of a sequence of
incoming data–encoding–computational operations–control of out-
put and a very liberal notion of computing is at play here. Something
”can be thought of as computation as long as it can be mapped on one
or more mathematical operations that perform some useful function”
... if it is ”actually being exploited by the organism” (Koch 1999: 2).
His example is that a marble running down a hill computes the ”local
minimum of a two-dimensional energy function”.

If this is the way to see things, then perhaps we could scan the
brain and emulate in different hardware? Given computational suffi-
ciency (due to computational universality or for further reasons) and
multiple realizability, this should be possible!

We do know the 320 neurons of the notorious C. Elegans ne-
matode but as Koch says ”We have no idea what the 302 neu-
rons are doing!” (Ch. Koch, talk 2011). Ef- forts are now under
way by David Dalyrumple to generate a full simulation of this or-
ganism (http://nemaload.davidad.org/), which achieves
very complex behavior with these neurons–including finding food,
reproduction and some learning.

For humans, the task would be just a tiny bit more complicated,
with ca. 64 billion neurons (plus glia cells, etc.), ca. 200 cell types,
ca. 7000 connections each via a long dendric tree that can span across
the entire brain (Deca 2012). But efforts to detect the ’human con-
nectome’ of these connections are now under way and the EU has
just awarded one of the two huge FET Flagship projects (10 years,
1 billion) to a computational study of the whole human brain in the

http://nemaload.davidad.org/
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’Human Brain Project’. Several authors expect that whole-brain em-
ulation might be the fastest way to high-level AI because it seems
to require essentially scientific ’grind’ on a large scale, but not deep
’insight’ into the complexities of human cognition (Kurzweil 2012;
Sandberg 2013).

4.3 Example II: ’artificial general intelligence’
Some AI researchers see the time has come to return from techni-
cal and specialized AI to the original aim of a universal intelligence,
not unlike the human one, an ’artificial general intelligence’ (AGI).
If one starts on the assumption that an intelligent agent is one that
successfully pursues their goals in a given environment by select-
ing the right action, then a more intelligent one can do this in more
environments–this kind of consideration provides a general measure
of intelligence (Legg and Hutter 2007). In this vein, one can work
towards AGI with machine-learning techniques that essentially opti-
mize output, given certain sets of input (normally with probabilistic
techniques). Despite the fact that the original model has some unre-
alistic assumptions (agent has infinite computing power, is not part
of environment, is immortal), there are substantial projects underway
that create such agents (like AIXI) (Hutter 2012; Visser et al. 2006).
Note: Problems of ’Action-Selection’ Allow me to note that this ap-
parently innocuous line of research makes one particular assump-
tion that seems problematic from an embodied point of view, namely
that intelligent agents solve a problem of ’action selection’, of ’what
should I do next?’ This is the outcome of a ”Model-Plan-Act” view
of action (with ”Intention-Belief-Desire” psychology), which is du-
bious, even for humans.

In fact, life and cognition are continuous; there is no ’next step’.
What counts as ”next action” depends on the granularity of descrip-
tion (e.g. raise foot vs. go to supermarket), so there is no ”set of
possible actions” (life is not like chess). In this ac- count, it must be
decided what is relevant information and which beliefs must change
with action–the ’frame problem’ is coming back to us. As an illus-
tration, note that many intelligent agents do not ’select actions’ at
all: This seems apparent in lower- level animals (a slug or even a
cockroach), in certain non-classical designs for AI and in coupled
embodied systems; e.g. a passive dynamic walker.
Syntactic approaches Of course, there are more important models
along these lines, in particular dynamic systems theory (e.g. Johnson
et al. 2008; Spencer et al. 2009) or the view of the brain as probabilis-
tic prediction machine (Clark forthcoming 2012). The point here was
just to indicate that this kind of position exists and that it is untouched
by several of the classical ’embodiment’ arguments–in fact the latter
two are advanced as endorsing embodiment.

4.4 Grounding (’Weak embodiment’)
There is one other way to re-group in the face of embodiment but
maintain a classical research program: admit that the symbols in a
computer are initially meaningless, but try to ground these symbols
through interaction with the world. What the precise shape of the
’grounding problem’ is and whether it has been solved is a long story
(Müller 2011, forthcoming), but I suggest to make the following dis-
tinction between two grounding problems:
The easy problem of symbol grounding

”How can we explain and re-produce the behavioral ability and
function of meaning [and other intentional phenomena] in artificial
computational agents?” This is an empirical question and a practi-
cal question, where solutions to the one are definitely useful for the

other. Often practical proposals in ’epigenetic robotics’ have been
said to shed light on the mechanism in humans (Cangelosi and Riga
2006). As we mentioned above, some argue that the problem has
been solved and the suitably constructed computational mechanism
acquires a semantic network in interaction with other such mecha-
nisms(Steels 2008), but this is hardly universally accepted (Cangelosi
2009).

Proponents of ”deep embodiment” would have to say that
computational-robotic solutions are bound to fail. None of these sys-
tems have any intentional states, desires or goals because they don’t
have a life, in particular a precarious one. Thus, they do not have the
right functional architecture, the right causal connections for symbol
grounding (Di Paolo 2010).
The hard problem of symbol grounding

Even if this problem is solved, there might be a harder problem,
namely ”How does physics give rise to meaning and other intentional
properties?” To solve this would require to reproduce not only behav-
ioral ability and function but also the right inner mechanism in order
to ”Get the system to mean what it says”. In humans, the experience
of understanding is an elementary part of what we call ’understand-
ing’, which is why the Chinese Room Argument turns on the pres-
ence or absence of this experience. (This relies roughly on a Grice’s
analysis, which Searle shares, namely: To mean what I say is to try
to get someone else to recognize my intentions of meaning some-
thing–which might be different from what my words mean (Grice
1957).) It should be obvious that the hard problem directly involves
conscious experience, i.e. it involves solving Chalmers’ ’hard prob-
lem’ of consciousness (Chalmers 1996). This problem is untouched
by evolutionary robotics.

Given this situation, my view is that we should return to the ’easy
problem’: ”How can we explain and re-produce the behavioral abil-
ity and function of meaning [and other intentional phenomena] in
artificial [mainly] computational agents?” This is not a philosophical
problem but one that can be solved with cognitive science. If symbol
grounding is necessary for cognition at some ’level’, this problem
must be solved in order to achieve artificial cognition at that ’level’.

5 Is Cognition like adding numbers or like growing
apples?

5.1 Causal powers

Given multiple realizability, would reproducing the computation in
a cognitive sys- tem reproduce the behavior? I don’t think so. The
reason is that features on the physi- cal and semantic levels of de-
scription are not necessarily reproduced–but these are crucial for the
causal powers, i.e. the behavior.

Given that hardware-dependent features are not computational
(and thus ”morphological computation” is not computation) we can-
not expect such features to be identical in different realizations. For
example, if one realization produces a red light, another might pro-
duce a barrier down. To use a more general example: A computa-
tional model of an apple tree does not produce apples (but only ap-
ples* in the model).

Given that semantics-dependent features are not computational
(”GOFAI com- putation” is not computation in my terminology), we
cannot guarantee that these will be identical in different realizations
either. If one realization produces a YES, another might produce a
NO, depending on the interpretation of the output. (Note that this is
not the same point as the one above concerning AND and OR, which
concerned syntax.)
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5.2 Purely syntactic structure may be just what is
needed for cognition...

As we illustrated above, there is some hope to think that purely syn-
tactic structures might be just what is needed for a successful account
of cognition that allows for successful artificial cognitive systems.
Perhaps the syntactic properties that are maintained across multiple
realizations are sufficient? Perhaps any realization of 2 + 2 = 4 adds 2
+ 2? Or is this the old fallacy where ”=” means something to me, and
I thus assume that it means something to the computing machine? In
any case, the challenges for artificial cognitive systems will remain
gigantic, even if embodiment is not as much a game-changer as some
have thought (Gomila and Mller 2012).

Also, we need to remember Mistake 2: (Optimistic extrapolation)
- ”I am not making Mistake 1 [no computationalism, thus no com-
puting], therefore cognition might still be computation and AI via
computers will work”. This is not a given, this needs to be estab-
lished.

6 Conclusion

As far as the three theses are concerned, if we remember that they
are logically indepenent–and this is usually forgotten–, then we can
say:

• The empirical thesis is true
• The practical engineering thesis is true
• The conceptual thesis is likely false (i.e. syntax is often enough)

... unless it should turn out that symbol grounding (easy or hard)
is necessary, and that is not implied by the truth of the empirical
thesis above.
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