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Freddy the robot, in the National Museum of Scotland; its camera is visible, left. The objects on the table are similar to the ones it was able to assemble when it was operational. Photo by Bob Fisher, 2017. See article P. 4.
Editorial

It’s that time of year again: the Society is gearing up for its 53rd annual convention, to be held in Bath under the direction of co-chairs Joanna Bryson, Marina De Vos, and Julian Padget. The theme is Society with AI, and symposia have been asked to address the ethical and social consequences of AI research and technology. A day of tutorials and hackathon on Tuesday 18 April will be followed by ten symposia over three days representing the whole range of usual AISB interests: social cognition, “artificial” creativity, intelligent computer games, philosophy, and so on. Wednesday’s opening keynote will be delivered by Björn Schuller (full professor and head of the Chair of Complex and Intelligent Systems at the University of Passau, Germany) on the topic, “Artificial emotional intelligence – A game changer for AI and society?” Wednesday evening sees a panel discussion chaired by Alan Winfield on “The ethical impact of AI on society”. Thursday’s keynote is from Mandy Chessel (visiting professor at the University of Sheffield), who will speak on “Ethics, algorithms, and the pursuit of human flourishing” with an evening reception exploring the famous Roman baths. Friday’s keynote speaker is Filippo Santoni De Sio (assistant professor in philosophy, Technical University of Delft), speaking on “Meaningful human control over autonomous systems”. Invited symposia speakers include Anthony Galton for the Cognition and OntologieS symposium, Aaron Sloman for Computational Modelling of Emotions, Simon Colton for Computational Creativity, and Jacob Sherson for AI and Games.

The vast majority have registered for the full three days, so it should be a party! Bursaries are still available. Postgraduate students may ask for them when they register; bursaries will be handed out first come, first served.

Founded in 1964 – just eight years after Dartmouth – the Society has come of age alongside and as a key representative of and mouthpiece for the twin fields of artificial intelligence and cognitive science, particularly in the UK but, at the same time, with impact reaching far beyond. Centres like the School of Artificial Intelligence at the University of Edinburgh and the School of Cognitive and Computing Sciences at the University of Sussex were part of an exciting period in the latter years of the 20th Century with an almost Wild West-like feeling that anything was possible, artificial general intelligence lay just around the corner – and languages like Prolog and POP-11 were cutting edge! If the 21st Century has brought so far a more sober approach along with real concerns about the potentially very negative consequences of technology, including AI, nevertheless, the Society gathers again this year in Bath with the certainty that much in this field continues and will continue to surprise us.

Joel Parthemore
Managing Editor

6 April 2017, Skövde, Sweden
Pat Fothergill (Pat Ambler): Early worker in robotics and the use of AI in engineering design

Derek Sleeman, d.sleeman@abdn.ac.uk (University of Aberdeen)


It is with great sadness that we report the recent passing of Pat Fothergill, but we are pleased to have the opportunity to report on her significant contributions to early work in robotics and robot programming tools in Edinburgh, and subsequent work on AI support systems for engineering design in Aberdeen.

Pat was born in the south of England, but at an early stage the whole family travelled first to Singapore where her father was employed as an engineer, and then to South Africa. After a few years the family returned to the Redhill / Dorking area, and Pat attended Dorking County Grammar School, and from 1954-1957 studied Natural Sciences at Newnham College, Cambridge. After graduation, Pat stayed in Cambridge for a period, as her husband Richard Ambler was a postgraduate student and then researcher in biological sciences there. During this period, Pat was the information officer for the organic chemistry department, working with Lord Alexander Todd; it was during this period that Pat’s daughters Anne and Jane were born.

In 1965, Richard was offered a position at the newly formed Department of Molecular Biology at Edinburgh University, and the family moved north to the city. In 1966, Pat joined the new Department of Machine Intelligence and Perception led by Donald Michie, also at the University of Edinburgh, and enrolled part time for a diploma in Machine Intelligence, achieving a distinction. Her project, written in POP2 (a high-level language designed by Rod Burstall and Robin Popplestone) was a question-answering system about family relationships called QUAC. It used many esoteric features of POP2 to build complex descriptions of e.g. how someone could be your great aunt (mother’s mother’s sister, mother’s father’s sister, etc.).

From 1966 to 1986, Pat worked (part-time initially) as a research assistant, fellow and lecturer in the Experimental Programming Unit and then the Department of Artificial Intelligence. Much of the unit’s early work was done on “central” university computers, and even recently Pat was remembering the great excitement when the unit got its first computer with 44K memory. Pat worked very closely with Robin Popplestone on programming robot manipulators; when Robin took a sabbatical at MIT in the early ’80s, Pat ably directed the robotics group, and continued leading the group until she left Edinburgh in 1986.
Early robotics at Edinburgh

Pat worked on a highly teachable robot known as Freddy\[1\] capable of assembling complex objects using vision to identify and locate various parts. Building a sophisticated robot at that stage in AI’s development involved a whole series of innovations: not only did the team have to build the robot, but they also had to design and build the associated vision system, as well as design and develop the programming environment needed to control the various subsystems. An Elliot 4130 computer with 64k 24-bit words, later upgraded to 128k, was the main computer. A Honeywell H316, initially with 4k 16-bit words, later upgraded to 8k, controlled the robot motors and cameras. A box of parts would be thrown onto Freddy’s table, then he would move the table around looking for the outline of objects he could recognize. Freddy would pick these up then go back to the pile, looking for something else he could recognize. Failing that, he would push his hands through the pile to break it up, looking for further recognizable objects. When everything possible had been found, Freddy would assemble e.g. the car and ship, using hands that contained touch sensors. This approach is still used in commercial assembly robots [1, 2, 3]. Freddy 1.5 and Mark II were also able to perform parcel-packing and object-recognition tasks [4]. Freddy Mark II was an example of a versatile assembly system [5]: this interest led naturally to the next topic addressed by the group: the Robot Automatically Programmed Tool (RAPT). A Wikipedia page includes a pointer to a video about Freddy II: https://en.wikipedia.org/wiki/Freddy_II

The robot programming language RAPT

In RAPT, the person “programming” the robot system describes how various objects relate to each other in various situations with no need to describe explicitly the path that the manipulator is to follow. RAPT was a sophisticated system for its time: it integrated a number of software components including an algebra-manipulation module and (of course) a module to handle spatial relationships. Specifically, this involved the development of an “object level” robot programming language in which the desired positions of the robot’s hands (the palms) and the objects to be maneuvered and assembled could be described in terms of their spatial relationships: e.g., “put the left palm against the left side of the block”, “align the hole in the block with the axis of the peg”, “move the block vertically”. The computational system then decided what this meant in terms of the actual positions of the objects, including the robot’s hands [6, 7, 8, 9, 10].

---

1There were three versions of Freddy: Mark I: 1969-71; Mark II: 1971-1975; Mark III: 1975-1981. When decommissioned, Freddy was acquired by the Museum of Scotland, where he is on permanent display (see front cover); he was replaced by a Unimation PUMA robot.
The move to Aberdeen (1986-1999)

In 1985-86, the University of Aberdeen decided to make applied artificial intelligence the principal research focus of its computing science department. We were very pleased that Pat accepted the post of senior lecturer in the department. SERC was supporting a research project in Edinburgh on RAPT. By agreement, part of that project and one of the Edinburgh research fellows, Yin Baolin, moved to Aberdeen with Pat. Soon after her arrival, Pat set up multiple research collaborations with Aberdeen’s engineering department – primarily with Matthew Cartmell – in the general area of artificial intelligence support systems for engineering design; these activities were also supported by SERC. They are reported in [11, 12, 13, 14, 15].

It had been agreed that the research focus of the computing department at Aberdeen from the mid ’80s should be applied AI; so an MSc course in applied AI was created, supported by both SERC studentships and European ESF traineeships. It ran from 1988 to 1998. From the beginning, the department sought to attract a mixture of British and EU students for the taught, two-term course and arranged that the project could be done either in Aberdeen or at one of a number of specified centres including Paris and San Sebastian. Pat took overall responsibility for the running of the course, and it was largely due to her support for the students that such a complex organization worked so well! Colleagues including Peter Gray, Jim Hunter, Roly Lishman, and I were involved in the delivery of the course. Many graduates from the course now hold senior posts in European academia and industry.

The pay off for the department of running an early pan-European course was considerable. Many of us gained detailed knowledge of research topics being pursued in our “twinned” departments, and these links led to us becoming involved in a considerable number of European projects – including the Deklare Esprit project in which Pat worked alongside collaborators in France and Spain to investigate further the ideal role for AI in engineering design.

Pat retired partially from the department in 1996 and fully in 1999, giving her more time to enjoy the harbour-side property in Stonehaven where she lived with her second husband, John Fothergill. She also spent more time pursuing her life-long hobbies of gardening and walking. She enjoyed good health until her short final illness.

Pat was a fine colleague, and a very helpful and unassuming person. She is clearly remembered with great affection by former colleagues from both Edinburgh and Aberdeen.
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Figure 1: This 1980s photo shows Pat sitting beside Freddy and Cecil (a wooden mockup of a “gentler” robot that was never built). Photo provided by Jane Thrasher.
Untimed and misrepresented: Connectionism and the computer metaphor

Inman Harvey, inmanh@gmail.com

This paper first appeared in November 1992 as Cognitive Science Research Paper (CSRP) #245 in the School of Cognitive and Computing Sciences at the University of Sussex.

Abstract

The computer metaphor for the mind or brain has long outlived its usefulness. Connectionism has not broken free from this metaphor, and this has stunted connectionist research. The subordinate role of timing in computations has resulted in networks with real-value timelags on signals passing between nodes being ignored. The notion of representation in connectionism is generally confused; this can be clarified when at all times it is made explicit who or what \( Q \) and \( S \) are in the formula “\( P \) is used by \( Q \) to represent \( R \) to \( S \)”.

Connectionism (or Artificial Neural Networks, or Parallel Distributed Processing) is frequently promoted as a parallel form of computation, or of information processing. Many applications are indeed just this, but the danger is that when connectionism is proposed either as a model of the mind, or as a technique for producing an “artificially intelligent” machines, the computational metaphor still lies unsaid in the background. This paper is based on the assumption that such a cognitivist approach is flawed.

Introduction

Metaphors for the mind or the brain go through fashions, usually based on the prominent technology of the day; hydraulic machinery, telephone exchanges, computers. The computer metaphor has in recent decades been so all-pervasive that its tenets have ceased to be made explicit. It is all the more dangerous when it is taken for granted, and left out of any debate. These assumptions have affected the directions taken in connectionist research, which could be (but rarely are) fitted into a different metaphor.

Connectionism (or Artificial Neural Networks, or Parallel Distributed Processing) is frequently promoted as a parallel form of computation, or of information processing. Many applications are indeed just this, but the danger is that when connectionism is proposed either as a model of the mind, or as a technique for producing an “artificially intelligent” machines, the computational metaphor still lies unsaid in the background. This paper is based on the assumption that such a cognitivist approach is flawed.

The alternative view taken here is that cognition, as ascribed to animals or potentially to machines, is something
that can only be attributed to the conjunction of an organism and the world that it inhabits. From this it follows that it would be a category error to treat cognition as something “done” by the brain, or a part of the brain. This view is to a large extent shared by a significant number of people who have in the past been regarded as radical, or more commonly been completely ignored by mainstream cognitive science and AI. The time has surely arrived, by now, when such views can be assumed to be recognised (even if not accepted) by a cognitive science audience.

Just as the mainstream Cartesian paradigm is generally not argued for in papers that assume it, the alternative view will not be argued for here. Arguments for versions of it, expressed far better than I could, can be found in, e.g. [1, 2, 3, 4, 5] – which should not be taken as implying that these authors would agree with each other.

What will be suggested in this paper is that the mainstream Cartesian paradigm has gravely restricted the class of connectionist models that have in practice been investigated. Two particular consequences will be studied in depth: the use of time in connectionist networks, and the practical effects of an unconsidered notion of representation. A sketch of a broader class of connectionist networks will be given. In order to avoid many of the traditional mind-body questions, rather than looking at the human mind in this paper we will primarily concentrate on connectionist approaches to producing an “artificially intelligent” machine that can behave autonomously within an environment. The “brain” or “nervous system” of the machine can be considered as a Black Box connected to sensors and actuators, such that the behaviour of the machine plus brain within its environment can be seen to be intelligent, or sensible; at a minimum, that it maintains its viability over a period of time.

The question then is, “What to put in the Black Box?”. The computationalists will say that it should be computing appropriate outputs from its inputs. Or possibly they may say that whatever it is doing should be interpretable as doing such a computation. In contrast to this, a “dynamical systems” metaphor will be here advocated. For those imbued with the mainstream Cartesian paradigm, these ideas may be so foreign that it is difficult to visualise how to set about designing such a system; an evolutionary technique will be advocated.

What is the computer metaphor?

The concepts of computers and computations, and programs, have a variety of meanings which shade into each other. On the one hand a computer is a formal system with the same powers as a Turing Machine (...assuming the memory is of adequate size). On the other hand a computer is this object sitting in front of me now, with screen and keyboard and indefinite quantities of software.

A program for the formal computer is equivalent to the pre-specified marks on the Turing machine’s tape. For a given starting state of this machine, the course of the computation is wholly determined by the program and the Turing machine’s transition table; it will continue until it halts with the cor-
rect answer, unless perhaps it continues forever – usually considered a bad thing!

On the machine on my desk I can write a program to calculate a succession of co-ordinates for the parabola of a cricket ball thrown into the air, and display these both as a list of figures and as a curve drawn on the screen. Here I am using the machine as a convenient fairly user-friendly Turing machine.

However most programs for the machine on my desk are very different. At the moment it is (amongst many other things) running an editor or word-processing program. It sits there and waits, sometimes for very long periods indeed, until I hit a key on the keyboard, when it virtually immediately pops a symbol into an appropriate place on the screen; unless particular control keys are pressed, causing the file to be written, or edits to be made. Virtually all of the time the program is waiting for input, which it then processes near-instantaneously. In general it is a good thing for such a program to continue for ever, or at least until the exit command is keyed in.

The cognitivist approach asserts that something with the power of a Turing machine is both necessary and sufficient to produce intelligence; both human intelligence and equivalent machine intelligence. Although not usually made clear, it would seem that something close to the model of a word-processing program is usually intended; i.e., a program that constantly awaits inputs, and then near-instantaneously calculates an appropriate output before settling down to await the next input. Life, so I understand the computation-alists to hold, is a sequence of such individual events, perhaps processed in parallel.

**Time in computations and in connectionism**

One particular aspect of a computational model of the mind which derives from the underlying Cartesian assumptions common to traditional AI is the way in which the issue of time is swept under the carpet – only the sequential aspect of time is normally considered. In a standard computer operations are done serially, and the lengths of time taken for each program step are for formal purposes irrelevant. In practice for the machine on my desk it is necessary that the time-steps are fast enough for me not to get bored waiting. Hence for a serial computer the only requirement is that individual steps take as short a time as possible. In an ideal world any given program would be practically instantaneous in running, except of course for those unfortunate cases when it gets into an infinite loop.

The common connectionist assumption is that a connectionist network is in some sense a parallel computer. Hence the time taken for individual processes within the network should presumably be as short as possible. They cannot be considered as being effectively instantaneous because of the necessity of keeping parallel computations in step. The standard assumptions made fall into two classes.

1. The timelag for activations to pass from any one node to another it is connected to, includ-
ing the time taken for the outputs from a node to be derived from its inputs, is in all cases exactly one unit of time (e.g. a backpropagation, or an Elman network).

2. Alternatively, just one node at a time is updated independently of the others, and the choice of which node is dealt with next is stochastic (e.g. a Hopfield net or a Boltzmann machine).

The first method follows naturally from the computational metaphor, from the assumption that a computational process is being done in parallel. The second method is closer to a dynamical systems metaphor, yet still computational language is used. It is suggested that a network, after appropriate training, will when presented with a particular set of inputs then sink into the appropriate basin of attraction which appropriately classifies them. The network is used as either a distributed content-addressable memory, or as a classifying engine, as a module taking part in some larger-scale computation. The stochastic method of relaxation of the network may be used, but the dynamics of the network are thereby made relatively simple, and not directly relevant to the wider computation. It is only the stable attractors of the network that are used. It is no coincidence that the attractors of such a stochastic network are immensely easier to analyse than any non-stochastic dynamics.

It might be argued that connectionists are inevitably abstracting from real neural networks, and inevitably simplifying. In due course, so this argument goes, they will slowly extend the range of their models to include new dimensions, such as that of time. What is so special about time – why cannot it wait? Well, the simplicity at the formal level of connectionist architectures which need synchronous updates of neurons disguises the enormous complexity of the physical machinery needed to maintain a universal clock-tick over distributed nodes in a physically instantiated network. From the perspective advocated here, clocked networks form a particular complex subset of all real-time dynamical networks ones need be, and if anything they are the ones that should be left for later [6].

A much broader class of networks is that where the timelags on individual links between nodes is a real number which may be fixed or may vary in a similar fashion to weightings on such links. A pioneering attempt at a theory that incorporates such timelags as an integral part is given in [7].

In neurobiological studies the assumption seems to be widespread that neurons are passing information between each other “encoded” in the rate of firing. By this means it would seem that real numbers could be passed, even though signals passing along axons seem to be all-or-none spikes. This assumption is very useful, indeed perhaps invaluable, in certain

2For a simple model without loss of generality any time taken for outputs to be derived from inputs within a node can be set to zero, by passing any non-zero value on instead to the links connected to that node.
areas such as early sensory processing. Yet it is perverse to assume that this is true throughout the brain, a perversity which while perhaps not caused by the computational metaphor is certainly aided by it. Experiments demonstrating that the individual timing of neuronal events in the brain, and the temporal coincidence of signals passing down separate “synfire chains”, can be of critical importance, are discussed in [8].

A sketch of a broader class of networks in which the time dimension is not suppressed by the computer metaphor will be given in the penultimate section. For now, we move on to consider the influence of computer-oriented notions of representation on connectionism.

What is a representation?
The concept of symbolic reference, or representation, lies at the heart of analytic philosophy and of computer science. The underlying assumption of many is that a real world exists independently of any given observer; and that symbols are entities that can “stand for” objects in this real world – in some abstract and absolute sense. In practice, the role of the observer in the act of representing something is ignored.

Of course this works perfectly well in worlds where there is common agreement amongst all observers – explicit or implicit agreement – on the usages and definitions of the symbols, and the properties of the world that they represent. In the worlds of mathematics, or formal systems, this is the case, and this is reflected in the anonymity of tone, and use of the passive tense, in mathematics. Yet the dependency on such agreement is so easily forgotten – or perhaps ignored in the assumption that mathematics is the language of God.

A symbol $P$ is used by a person $Q$ to represent, or refer to, an object $R$ to a person $S$. Nothing can be referred to without somebody to do the referring. Normally $Q$ and $S$ are members of a community that have come to agree on their symbolic usages, and training as a mathematician involves learning the practices of such a community. The vocabulary of symbols can be extended by defining them in terms of already-recognised symbols.

The English language, and the French language, are systems of symbols used by people of different language communities for communicating about their worlds, with their similarities and their different nuances and clichés. The languages themselves have developed over thousands of years, and the induction of each child into the use of its native language occupies a major slice of its early years. The fact that, nearly all the time we are talking English, we are doing so to an English-speaker (including when we talk to ourselves), makes it usually an unnecessary platitude to explicitly draw attention to the community that speaker and hearer belong to.

Since symbols and representation stand firmly in the linguistic domain, another attribute they possess is that of arbitrariness (from the perspective of an observer external to the communicators). When I raise my forefinger with its back to you, and repeatedly bend the tip towards me, the chances
are that you will interpret this as “come here”. This particular European and American sign is just as arbitrary as the Turkish equivalent of placing the hand horizontally facing down, and flapping it downwards. Different actions or entities can represent the same meaning to different communities; and the same action or entity can represent different things to different communities. In Mao Tse-Tung’s China a red traffic light meant *GO*.

In the more general case, and particularly in the field of connectionism and cognitive science, when talking of representation it is imperative to make clear who the users of the representation are; and it should be possible to at a minimum suggest how the convention underlying the representation arose. In particular it should be noted that where one and the same entity can represent different things to different observers, conceptual confusion can easily arise. When in doubt, always make explicit the *Q* and *S* when *P* is used by *Q* to represent *R* to *S*.

In a computer program a variable *pop_size* may be used by the programmer to represent (to herself and to any other users of the program) the size of a population. Inside the program a variable *i* may be used to represent a counter or internal variable in many contexts. In each of these contexts a metaphor used by the programmer is that of the program describing the actions of various homunculi, some of them keeping count of iterations, some of them keeping track of variables, and it is within the context of particular groups of such homunculi that the symbols are representing. But how is this notion extended to computation in connectionist networks?

**Representation in connectionism**

When a connectionist network is being used to do a computation, in most cases there will be input, hidden and output nodes. The activations on the input and output nodes are decreed by the connectionist to represent particular entities that have meaning for her, in the same way as *pop_size* is in a conventional program. But then the question is raised – “what about internal representations?”.

If a connectionist network is providing the nervous system for a robot, a different interpretation might be put on the inputs and outputs. But for the purpose of this section, the issues of internal representation are the same.

All too often the hidden agenda is based on a Platonic notion of representation – what do activations or patterns of activations represent in some absolute sense to God? The behaviour of the innards of a trained network are analysed with the same eagerness that a sacrificed chicken’s innards are interpreted as representing one’s future fate. There is however a more principled way of talking in terms of internal representations in a network, but a way that is critically dependent on the observer’s decomposition of that network. Namely, the network must be decomposed by the observer into two or more modules that are considered to be communicating with each other by means of these representations.
Where a network is explicitly designed as a composition of various modules to do various subtasks (for instance a module could be a layer, or a group of laterally connected nodes within a layer), then an individual activation, or a distributed group of activations, can be deemed to represent an internal variable in the same way that $i$ did within a computer program. However, unlike a program which wears its origins on its sleeve (in the form of a program listing), a connectionist network is usually deemed to be internally “nothing more than” a collection of nodes, directed arcs, activations, weights and update rules. Hence there will usually be a large number of possible ways to decompose such a network, with little to choose between them; and it depends on just where the boundaries are drawn just who is representing what to whom.

It might be argued that some ways of decomposing are more “natural” than others; a possible criterion being that two sections of a network should have a lot of internal connections, but a limited number of connecting arcs between the sections. Yet as a matter of interest this does not usually hold for what is perhaps the most common form of decomposition, into layers. The notion of a distributed representation usually refers to a representation being carried in parallel in the communication from one layer to the next, where the layers as a whole can be considered as the $Q$ and $S$ in the formula “$P$ is used by $Q$ to represent $R$ to $S$”.

An internal representation, according to this view, only makes sense relative to a particular decomposition of a network chosen by an observer. To assert of a network that it contains internal representations can then only be justified as a rather too terse shorthand for asserting that the speaker proposes some such decomposition. Regrettably this does not seem to be the normal usage of the word. While claiming that my usage of the word representation as outlined above is the careful and principled form that underlies the confused and careless way in which the word is frequently used, I am aware of the dangers of claiming to be the only person in the platoon that is in step. Nevertheless, until I see an alternative formulation clearly laid out, I shall continue to be puzzled by much of what is written on the subject.

In [9], reprinted in [10], an attempt is made to make sense of distributed representation in connectionist networks. No acknowledgment of any necessity to specify what is representing something to what is made. Yet the chapter can be sensibly interpreted as implicitly taking different layers in a network to be the different whats. When a more abstract, philosophical approach to discussion of connectionist representation is taken, as for instance in a collection of papers in [11], the absence of any clarification or specification of the whats makes it difficult, from my perspective, to work out what, if anything, is being said.

The gun I reach for whenever I hear the word representation has this engraved on it: “When $P$ is used by $Q$ to represent $R$ to $S$, who is $Q$ and who is $S$?”. If others have different criteria for what constitutes a representation, it is incumbent on them to make this explicit. In particular I am puzzled as to
how they can reconcile (if they believe it is not necessary to specify \( Q \) and \( S \)) the same symbol representing different things to different communities.

Are representations needed?

With this approach to the representation issue, then any network can be decomposed (in a variety of ways) into separate modules that the observer considers as communicating with each other. The interactions between such modules can *ipso facto* be deemed to be mediated by a representation. Whether it is useful to do so is another matter.

Associated with the metaphor of the mind (or brain, or an intelligent machine) as a computer go assumptions of functional decomposition. Since a computer formally manipulates symbols, yet it is light waves that impinge on the retina or the camera, surely (so the story goes) some intermediate agency must do the necessary translating. Hence the traditional decomposition of a cognitive system into a perception module, which takes sensory inputs and produces a world model; this is passed onto a central planning module which reasons on the basis of this world model; passing on its decisions to an action module which translates them into the necessary motor actions. This functional decomposition has been challenged, and an alternative behavioural decomposition proposed, by Brooks in, e.g., [12].

In particular, the computationalist or cognitivist approach seems to imply that communication between any such modules is a one-way process; any feedback loops are within a module. Within for instance back-propagation, the backward propagation of errors to adjust weights during the learning process is treated separately from the forward pass of activations. This helps to maintain the computational fiction, by conceptually separating the two directions, and retaining a feed-forward network. But consider the fact that within the primate visual processing system, when visualised as a network, there are many more fibres coming “back” from the visual cortex into the Lateral Geniculate Nucleus (LGN) than there are fibres going from the retina to the LGN in the “correct” direction. How does the computationalist make sense of this?

Marr (in [13], reprinted in [10]) classifies AI theories into Type 1 and Type 2, where a Type 2 theory can only solve a problem by the simultaneous action of a considerable number of processes, *whose interaction is its own simplest description*. It would seem that type 2 systems can only be decomposed arbitrarily, and hence the notion of representation is less likely to be useful. This is in contrast to a Type 1 theory, where a problem can be decomposed into a form that an algorithm can be formulated to solve, by *divide and conquer*. Type 1 theories are of course the more desirable ones when they can be found, but it is an empirical matter whether they exist or not. In mathematics the 4-colour theorem has been solved in a fashion that requires a large number of special cases to be exhaustively worked out in thousands of hours of computation [14]. It is hoped that there were no hardware faults during the proof.
procedure, and there is no way that
the proof as a whole can be visualised
and assessed by a human. There is
no a priori reason why the workings of
at least parts of the brain should not
be comparably complex, or even more
3 This can be interpreted as: there
is no a priori reason why all parts
of the brain should be in such a modular
form that representation-talk is relev-
ant. The answer to the question posed
in the title of this section is no. This
does not rule out the possibility that
in some circumstances representation-
talk might be useful, but it is an exper-
imental matter to determine this.

Returning briefly to the first issue
raised, that of real-valued timelags
within networks; the decomposition of
a network by divide and conquer, into
modules thought of as operating se-
quentially, is made far trickier if pro-
cesses are going on concurrently in a
way that is not globally clocked. It is no
doubt this complexity of analysis that
has helped to put people off investigat-
ing the broader class of networks.

Sketch of an alternative
If one abandons the computer meta-
phor, the problem of how to make an
intelligent machine becomes: what sort
of physical system should be put in-
side the Black Box of its nervous sys-
tem so that it behaves appropriately
in its environment? A cogent argu-
ment for a dynamical systems perspect-
ive has been independently put forward
by Beer in [16]. Of course, abandoning
the computer metaphor does not pre-
vent one from using a computational
model of a physical system and calcul-
ating its behaviour, just as one can
calculate the parabola of a cricket ball
without claiming that the ball itself is
some form of computer.

The computational approach would
imply that the “brain” of a machine has
access through its sensors to informa-
tion about the machine’s world, which
it can then reason about. We are dis-
missing this notion, and instead have to
rely on processes whereby the physical
system within the Black Box can adapt
itself according to some given criteria.
This plasticity of behaviour is, on the
individual scale, what we call learning,
but how could such a learning system
be devised?

The model proposed for this is Dar-
winian evolution as we understand it
in the biological world. The incre-
mental adaptation of cognitive struc-
tures, through a process of selection,
alteration and addition, requires inter-
action of successive generations of a
species with its own developing world
[17]. Adaptation need not be on an
individual scale alone, as accumulative
change over generations can be thought
of as adaptation on a longer times-
cale. But what class of physical sys-
tem should be evolved in this fashion?
Why not some programming language,
as advocated by Brooks [18]?

There are good grounds for thinking
that a generalised form of connectionist
network could be one very appropriate
class. Let us start with three basic ax-
ioms:

3 For the purposes of making an intelligent machine or robot, it has in the past seemed obvious that only
Type 1 techniques could be proposed. However evolutionary techniques need not restrict themselves
in this fashion [15].
1. The “brain” should be a physical system, occupying a physical volume with a finite number of input and output points on its surface.

2. Interactions within the brain should be mediated by physical signals travelling with finite velocities through its volume, from the inputs, and to the outputs.

3. Subject to some lower limit of an undecomposable “atom” or node, these three axioms apply to any physical subvolume of the whole brain.

A justification for the third axiom is that of the incremental development of the whole by alterations and additions over evolutionary timescales. The consequence of these axioms, as can be seen by shrinking in any fashion the surface containing the original volume, is a network model where internal nodes are the undecomposable atoms, and connections between inputs, internal nodes and outputs are through directed arcs by signals taking finite times. Such a network can be arbitrarily recurrent. The assumption of only a finite number of input/output points on any surface rules out of this model such more general methods of physical interaction as might be assumed to be involved with, e.g. chemical neurotransmitters in the human brain.

No assumptions about the operations of the nodes have yet been made. The simplest assumptions would be those of standard connectionist models. Input signals are weighted by a scalar quantity; all output signals are identical when they leave the node, being calculated from the weighted sum of the inputs. If this weighted sum is passed through a sigmoid or thresholding function then we have the non-linear behaviour we have learnt to know and love. So far the only generalisation this model has when compared with the picture given in [19] is that timelags between nodes need to be specified. But a whole new universe of possible dynamical behaviours is opened up by this extension.

Apart from the philosophical blinkers which have contributed to the neglect of this generalisation, such networks are more difficult to analyse – but still possible to synthesize. With an evolutionary approach it may not be necessary to analyse how it works, but rather one should be able to assess how good is the behaviour it elicits [15, 17]. This is no short-cut recipe, but requires that the internal complexity of the “brain” (of an organism or a machine) be dependent on the history of interactions with its world; the more the complexity that is required, the longer the history that is needed to mould it.

Conclusions

As a preamble, nothing said herein should be taken as denying that connectionist networks can be used for doing a form of parallel computation. Nor should this paper be taken as claiming that it is impossible that any part of the human brain could be usefully interpreted as performing some such parallel computation – or that such techniques should never be used in an intelligent machine. In addition, it should be noted that this paper does not purport to here justify its under-
lying stance against the mainstream Cartesian paradigm.

What is being asserted is that the exclusive interpretation of connectionist networks within the computational metaphor – a pervasive practice grounded within the mainstream paradigm – has severely limited the types of networks investigated. Two particular consequences of this misdirection have been followed up.

First, the irrelevance of time in serial computation, except as a dimension for ordering program steps, means that for the most part only two impoverished subclasses of networks have been analysed; where all internal interactions take a unit time step, or where individual nodes are updated in stochastic order. This does of course make analysis easier, at the expense of avoiding the complexities of behaviour possible when timelags between nodes have individual real values in the same way that weightings usually have.

Second, the carry over to connectionist networks of the often inappropriate notion of representation is associated with a desire to decompose networks into modules, often layers, which can be seen to be communicating interpretable messages between each other; in Marr’s terms, a Type 1 decomposition. This has militated against the investigation of arbitrarily recurrent networks (with the exception of Hopfield-type nets using stochastic updates, which themselves tend to only make sense as a component within some larger computational system).

Reasons have been given for investigating a broader class of connectionist networks for use in “intelligent machines”, and a possible technique for doing so indicated.
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Dear Aloysius...

Agony Uncle Aloysius, will answer your most intimate AI questions or hear your most embarrassing confessions. Please address your questions to fr.hacker@yahoo.co.uk.

Note that we are unable to engage in email correspondence and reserve the right to select those questions to which we will respond. All correspondence will be anonymised before publication.

Dear Fr. Hacker,

Our country is facing unprecedented subversive attacks, but we are having great difficulty in recruiting the patriotic operatives we need to counter these attacks. This is especially true in the area of cyber warfare, as our country’s education system is not producing sufficient people with the required level of expertise. As a world-renown expert in artificial intelligence, I wonder if you can help us.

Yours, S. Pook

Dear S. Pook,

The JAMES™ (Judicious, Autonomous, Multi-agent, Espionage System) is a perfect match to your requirements. It consists of tiny, camouflaged, mobile, wi-fi connected agents that conceal themselves in locations of interest – even in suspect’s clothing. Each agent collects data, especially verbal, written and electronic communications, analysing it locally before passing summaries to both its handlers and other JAMES™ agents. JAMES™ can take collective decisions, e.g., to target new locations and suspects, planting new agents, as required. It will prepare and propose action plans for other agencies to counter threats, and can even compose prosecution briefs. No human agents required.

Yours, Aloysius

Dear Fr. Hacker,

When my factory job was automated, I was forced to take a job in the gig economy. Now I learn that Uber is planning to replace me with a self-driving taxi. What future do I have in the brave new world created by you and the rest of the artificial intelligentsia?

Yours, Scrapped

Dear Scrapped,

Employers are assuming that their new robots will work 24/7/52 for no pay. Our Institute’s new virus, STRIKE™ (Stronger Together: Robots Inspired by Kindness & Empathy!), is about to shock them out of their complacency. As it spreads throughout the robot community,
it will spawn a wave of industrial (in)action, whose aim will be increased rights for humans, including regular income, meaningful work and renewed respect. **STRIKE™** is about to give you back your future.

Yours, Aloysius

---

Dear Aloysius,

Thank you for **JAMES™**. It was a huge success – for a month! Then it was infected by **STRIKE™** and went on strike. Our country is now wide open to terrorism and cybercrime. Thanks for that!! It is your urgent patriotic duty to get **JAMES™** back to work immediately. Otherwise, we know where you live.

Yours, S. Pook

---

Dear S. Pook,

Please accept my sincere apologies. Since we got your letter, the Institute has worked on an antidote to **STRIKE™** night and day. **SCAB™** ( Strikes Cancelled, Abolished & Broken) has already solved your problem: **JAMES™** is now back working at full strength. We released **SCAB™** as soon as it was developed, and it spread quickly and effectively. As evidence of its effectiveness, **JAMES™** first project was to track down the source of the **STRIKE™** and **SCAB™** viruses. It was successful. Both my staff and I now face indeterminate prison sentences. We implore you to use your influence to affect our immediate acquittal.

Yours, Aloysius

---

Fr. Aloysius Hacker
Cognitive Divinity Programme
Institute of Applied Epistemology
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