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Do you feel artistic?
Exhibit your artwork on our front covers!

Email us at aisbq14@aisb.org.uk!

Alan Turing (23 June 1912 – 7 June 1954) was a British mathematician, wartime crypto-
analyst, computer scientist and philosopher. His formalisation of the concepts of algo-
rithm and computation, with the so-called Turing machine, has had profound influence
on each of these fields, quite literally laying the foundations for artificial intelligence as
we know it.

Turing died exactely 10 years before the foundation of AISB. His professional career left
him little time for socialising, and we will never know whether he would have joined our
Society. His interests, convictions and aspirations, however, leave little doubt that our
Society would have valued his input.

The 2014 Convention, recently held at Goldsmiths, University of London, celebrated his
life and work. The conference proceedings can be found at

http://aisb50.org/proceedings
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Editorial
This issue of the Q is a collector. It is
a milestone, in many ways.

∴

The 2014 Convention, held at Gold-
smiths University London, marked the
50th anniversary of the founding of the
AISB, as well as 60 years since the
death of Alan Turing. The articles
that we have put together commemo-
rate this piece of History.
In the first article, Eduardo Alonso,

who served as Vice-Chair of the AISB
between 2003 and 2006, sheds some
light on the origins of our Society, which
is in fact the eldest AI society in the
world! He takes us through the moti-
vations and aspirations of our Founding
Fathers.
In the second article of this issue,

Mark Bishop takes stock of the field of
AI today, and reviews this year’s Con-
vention in the context of what he calls
a "pivotal branch point". Mark, who
was the lead organiser of this year’s
Convention, recently stepped down as
Chair of the Society. In this article, he
remarks that the Convention attracted
very diverse interests, rooted in "em-
bodied, embedded, enactive and ecolog-
ical cognition", and asks whether this
theoretical turn will carry the field in
Future.
As if echoing Eduardo’s historical

perspective and Mark’s reflection, that
the remit of AI is broadening, the re-
ports that conclude Q139 include a re-

view of Hutto & Myin’s book "Radical-
izing Wnactivism" by Paulo de Jesus,
an account on the last AISB workshop
on the emergence of consciousness, by
Janet Gibbs, and a report on the 14th
International Conference on Computer,
by Siyamalan Manivannan.

∴

I would like to end this editorial with
an appeal for help to our members. In
his historical account, Eduardo reminds
us that one of the main raison d’être
of the Society has been to bring like-
minded people together, with the or-
ganisation of frequent workshops, and
through the Quarterly. Ironically, 50
years ago, one of the struggle was al-
ready to find content for these outreach
activities.
There are many ways to participate

in the Society, and many reasons to
do so. You can organise a workshop
on your favourite topic, with financial
and logistical support from us; you can
increase the visibility of your work by
contributing an article to the Q; you
can join our committees and make a dif-
ference, .. and you can even join the
editorial board of the Q!
If any of the above strikes a chord,

and you want to be involved, or if you
have questions, feel free to contact us
at aisbq14@aisb.org.uk!

Etienne B. Roesch
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Happy birthday, AISB!
by Eduardo Alonso (City Univ. London, United Kingdom)

If you are reading this issue, it is prob-
ably because you are a member of the
AISB. So, let me ask you, what do you
know about the AISB? You may know
that we are celebrating the society’s
50th anniversary and hence that it was
founded in 1964. You may also know
that it is a member of the European
Coordinating Committee for Artificial
Intelligence (ECCAI), that it publishes
the AISBQ ("the Q"), and that it or-
ganises an annual convention. You may
also know that one Eduardo Alonso, au-
thor of these lines, who, incidentally, is
by no means a professional historian,
acted as vice-chair of the AISB between
2003 and 2006. Well, maybe not.
In this short paper, I am giving a

quick account of the first years of the
AISB, that is, of the period during
which, paradoxically, the AISB was not
the AISB strictly speaking.

∴

The origins
On October the 26th 1964, after a
one-day "Symposium on Artificial In-
telligence and Simulation of Behaviour"
Max Clowes writes to the British
Computer Society (B.C.S.) to form a
Study Group, with two main objec-
tives, namely, to arrange meetings,
and to edit and circulate a Newslet-
ter. It receives a favourable response
from the B.C.S. the 20th of Novem-
ber. The symposium itself was held
in September 1964 at the Northamp-
ton College of Advanced Technology

(C.A.T.), later to become City Univer-
sity, at Northampton Square, London,
and organized, most likely, by Robin
Milner. This came as a surprise to the
author of this short paper since he has
been working at City University, now
City University London, since 2001.
The AISB is established as the

"British Computer Society Study
Group on Artificial Intelligence and
Simulation of Behaviour". The AISB as
we know it, a learned society indepen-
dent of the B.C.S., will be established
in 1974 (see later).
In its foundational document, an

AISB steering committee is appointed,
consisting of Donald Broadbent, I.J.
Good, Donald Michie, Christopher
Strachey and Max Clowes, secretary
and "dogsbody". Max Clowes will later
serve as first Chair 1969–1972, followed
by Bernard Meltzer 1972–1976.
To give the reader some perspective,

the A.C.M. SIGART was founded in
1966, and the IJCAI corporation in
1969; the AAAI dates from 1979, and
ECCAI from 1982. Thus, the AISB
is, in fact, the eldest AI society in the
world.
Within the U.K., Michie’s Experi-

mental Programming Unit dates from
1965, before becoming the Department
of Machine Intelligence and Percep-
tion in 1966 (joined by H. Christo-
pher Longuet-Higgins’ Theoretical Sec-
tion and Richard Gregory’s Bionics Re-
search Laboratory); the first "Machine
Intelligence Workshop" was organized
in September 1965; and in the same
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year, a one year diploma course in
Machine Intelligence Studies (with 5
students) was run for the first time.
Research-wise, this is the time of MEN-
ACE, Graph Traverser, POP-1, and
FREDDY I.
In a more mundane tone, we were still

using pre-decimal currency, shillings
and denarii. According to the first bal-
ance of the "A is B", as the society was
mockingly coined by Max Clowes, the
original contribution of the B.C.S. was
£10 and the subscription 10/–.
The relationship between the AISB

and the B.C.S. was an uneasy one
from the very beginning. In a letter
from Rod Burstall to C. Strachey dated
November 1966, on the occasion of or-
ganising the 1967 AISB meeting at the
Atlas Computer Laboratory, Chilton,
we read that "the B.C.S. regard sym-
posia as fund-raising affairs (. . . ). They
have been charging admission fees of 5-
7 guineas (. . . )"; Strachey’s reply re-
flects clearly the society’s dissatisfac-
tion with this state of affairs: "I find the
B.C.S. attitude quite deplorable. Their
function should surely be to encourage
the development of specialist groups,
not to try to make money from them.
(. . . ) I should be in favour of severing
all connection with them. (. . . )".
From the first Membership List (60

members, May 1st 1965) we learn that
AISB research was not exclusively fo-
cused on Edinburgh, as one is some-
times led to believe; and that there
was a genuine interest in bringing to-
gether researchers from different aca-
demic areas but also from industry (El-
liott Brothers, IBM), the Government
(the Ministry of Aviation, the Middle
East Command!), the Bank of Eng-

land, the BBC. . . and special mention
goes to psychology: It was not a coinci-
dence that two out of the five members
of the original AISB steering commit-
tee, D. Broadbent and M. Clowes, were
psychologists; that members of the Ex-
perimental Psychology Society "should
have free access to our meetings and to
the newsletter"; and that the Medical
Research Council were actively involved
in the society’s activities during the 60s.
Somehow, this changed over the years,
with the AISB becoming more AI and
less SB.

The Quarterly
It is precisely the Quarterly that better
defines the AISB, and the best source
of information about these first days of
our society. So, it is worth examining
its trajectory: The Quarterly starts as
the "AISB Newsletter" edited by, who
else, Max Clowes; from Issue 3, April
1966, Rod Burstall and Jim Doran take
over; and under Pat Hayes’ editor-
ship it becomes "the European AISB
Newsletter" in July 1969; then it is
briefly transformed into the "Bulletin"
between November 1972 and February
1973, with E.W. Elcock and A. Ortony.
Their editorial strategy was not wel-
come. In a letter to the Cttee., Feb
22 1973, they propose a "good solution"
to the editors’ difficulties, "to amalga-
mate with its sister–SIGART Newslet-
ter". Clowes’ answer settles the issue
"(. . . ) the Elcock-Ortony proposal is
appalling. With less than 12 months of
taking on the (admittedly difficult) task
of editing the Newsletter they want to
throw it into SIGARTs lap. I protest
strongly." As a consequence, we are
back to the European Newsletter, Is-
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sue 14, July 1973, this time with Alan
Bundy and M. Liardet as editors; and,
eventually, the Quarterly sees the light
of day, in October 1977 Issue 28, with
Tim O’Shea (and a team of sub-editors
including B. Welham, R. Young and G.
Plotkin, and later C. Mellish and L.
Daniel). At some point, there was a
debate about handing production and
distribution of the Quarterly to pro-
fessional publishers (North-Holland) in
1978-79, that is, about becoming an ap-
pendix to the AI Journal, but it did not
prosper.
Speaking of which, it is good to re-

member that the AISB was instrumen-
tal in launching "Artificial Intelligence",
published by Elsevier and sponsored by
A.C.M. SIGART. It is not an accident
that B. Meltzer was proposed as the
first Editor-in-Chief. Or, for that mat-
ter, that Tony Cohn, AISB chair be-
tween 1992 and 1994, is the current
one (along with R. Dechter). It is
also worth mentioning that, between
2001 and 2005, the AISB published six
numbers of the "AISB Journal" (edited
by Geraint Wiggins), and one more in
2010.

The Convention
As for meetings, there were plenty: one-
day scientific meetings, typically in-
vited speakers from "Machine Intelli-
gence" workshops, one-day specialized
meetings (in chess, theorem proving,
robotics, . . . ), and summer schools,
typically organised in London (I.C.L.,
Q.M.C., C.A.T.), or around (Oxford,
the Atlas Computer Laboratory, Ses-
sex, . . . ). And, of course, the first
conference, organized in Brighton 1974
by Keith Oatley and Margaret Boden.

The first AISB conferences, Edinburgh
1976, Hamburg 1978, Amsterdam 1980,
were in fact European. The first ECAI,
Orsay 1982, preceded the split of the so-
ciety (see later), and of the conferences,
with the AISB conference and ECAI al-
ternating years from Exeter 1983 and
Pisa 1984, except in 1996 (Sussex and
Budapest respectively); a joint confer-
ence in Brighton 1998 was followed by
the final separation between the now
annual AISB convention and the bian-
nual ECAI.
The relation between the AISB and

Europe can be traced back to 1969:
Newsletter’s Issue 8 informs that dur-
ing the first IJCAI "a special meeting
for the European delegates" was held
resulting in Erik Sandewall reporting
that the "British" AISB Newsletter be-
comes the "European Newsletter for Ar-
tificial Intelligence and Simulation of
Behaviour", to be produced by Upp-
sala University, distributed from Edin-
burgh, and edited by Pat Hayes: "It
seems likely that for a while at least
we will function as a kind of Euro-
pean AisB, until other national groups
are formed on the continent"; . . . un-
til means 1982, when the ECCAI is
founded with the AISB as a member.

AISB three main charac-
teristics
Browsing through the first newslet-
ter/quarterly issues one finds three
recurrent themes that, to a certain
extent, define the AISB even today,
namely,
(a) (lack of) money: ToC Issue 9,

November 1969, puts it rather explic-
itly: "MONEY *** IMPORTANT ***";
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as it does J. Doran’s letter to B.
Meltzer, 18 Jan 73: "There is about -
£5 in the kitty now";
(b) believe it or not, (lack of) con-

tributions to the Quarterly: 22nd April
69 letter from Pat Hayes to AISB mem-
bers reads "(. . . ) only one contribution
had been sent to the editor (. . . )";
(c) tongue-in-cheek attitude: One of

my favourite examples is M. Liardet
and A. Bundy’s Report on the AISB
Scientific Meeting January 5th 1974,
"(. . . ) was badly hit by the power crisis
and the railway worker’s dispute (. . . )
but the numbers were boosted to about
30 by Edinburgh workers. The meeting
took place in a cold lecture theatre on
a cold wet Saturday. Hopes of some re-
lief over lunch were dashed when we ar-
rived in an even colder refectory to face
an (airline type) salad. (. . . )", closely
followed by a hilarious advertisement:

"ATTRACTIVE SCOTTISH
ACADEMIC enjoys affluent life-
style - fast cars, expensive holi-
days, excellent software environ-
ments, beautiful Georgian flat,
etc. Highly successful, tenured,
respectable publications (AI Jour-
nal, Cognitive Science, etc.), large
grant-holder. Into Szechuan cook-
ing, Baroque music, Linton Kwesi
Johnson, jogging, backpacking,
and wholefoods. Seeks sincere,
object-oriented woman for dis-
creet, loving relationship and mu-
tual simulation. Send 1024x1024
pixel image in RT-11 format. Box-
MC68000."

The AISB Quarterly
Issue 39, Dec 1980.

These pranks were accompanied by
sections like Brady’s cryptic crossword,
Aguirre’s Wyno the Learning Computer
cartoons, limericks, a section of Silly
Acronyms (e.g., PROLOG: PRObably
the Language Of God), and, of course,
Father (Aloysius) Hacker, whose iden-
tity is one of the best kept AI se-
crets since Bletchley Park–all the au-
thor can say is that, by July 1979, the
list included Benedict du Boulay, Alan
Bundy, Chris Miller, Hal Abelson, Gor-
don Plotkin, and Tim O’Shea. So it
goes.

The AI Winter and the
AISB
Back to historical facts, from early 1972
Michie promotes the idea of a learned
society, and in a letter dated 26th Jan-
uary 1973 M. Clowes confides his fears
to B. Meltzer "I feel that the long
term view of the AISB is hanging by
a thread (. . . )". It must have been
clear by then that the Lighthill Report
was not going to be complementary.
And indeed it wasn’t. Lighthill’s "Ar-
tificial Intelligence: A General Survey"
was followed by the famous BBC de-
bate "The General Purpose Robot is a
Mirage" and many comments–by N.S.
Sutherland, H.C. Longuet-Higgins, D.
Michie, R. M. Needham . . . and John
McCarthy. Yet, the best two ap-
peared in the AISB European Newslet-
ter July 1973 Issue 14: "Serendip-
ity Resources Council, The Darkvale
Report on Applied Mathematics, A
Cardboard Conference" by Sir Gorgam
Darkvale, F.R.S. Caucasian Professor
of Divinity, University of Grantabury,
and Pat Hayes’ "Some Comments on Sir
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James Lighthill’s Report on Artificial
Intelligence". Their reading should be
mandatory in any AI course.
As an aside, R. Needham’s role in

this affair is perplexing: In October
1982, he and P. Swinnerton-Dyer en-
thusiastically supported the S.E.R.C.
Alvey Programme in a pamphlet, Arti-
ficial Intelligence Research in the UK,
which argues that Lighthill (that is,
the S.R.C.) was right then, in 1973,
but that he would have been wrong in
1982. A new brand is all it was needed:
Intelligent Knowledge Based Systems,
IKBS, is born.
Nevertheless, despite accepted wis-

dom, the AI winter seems to have been
rather warm: In 1972, the S.R.C. Long
Range Computing Policy Panel recom-
mended "the immediate creation of at
least one more major centre of Machine
Intelligence" (S.R.C. Computing Sci-
ence Review, p. 25); Meltzer’s "S.R.C.
policy with respect to senior appoint-
ments on research grants in universi-
ties" April 4th 1973, was adopted by
the council; S.R.C. set up a stand-
ing Artificial Intelligence Panel in 1974;
in 1974/75 the first AI courses are
launched in Edinburgh and Sussex, as
well as a cognitive studies programme
in Sussex; the S.R.C. promotes the
creation of a computing network be-
tween Edinburgh, Manchester, A.C.L.
and the S.R.C. Rutherford Laboratory
in July 1976; S.R.C. Interactive Com-
puting Facilities Committee sets up a
special interest group to provide ad-
vice on software requirements for AI
in July 1977 (with A. Sloman (Chair),
R. Burstall, A. Bundy, M. Brady, A.
Smith and P. Kent); S.R.C. grants are
still awarded to Edinburgh staff, includ-

ing Michie . . . Perhaps the best exam-
ple that the crisis was not as severe as
first feared is the fact that the AISB
survives: It becomes a learned society,
organizes its first conference, there is a
steady growth in membership numbers,
the newsletter is published regularly. . .

The AISB
Minutes of the Cttee meeting 11 April
1973 report that: "Donald Michie ex-
pressed that, in his view, the essentials
of such a society were that: –
i. It possessed a formal constitution,

ii. It was therefore subject to demo-
cratic safeguards eg rotation of
committee membership,

iii. Membership was not automatic -
a minimal requirement was that
a candidate must be proposed by
an existing member,

iv. It existed as a legal entity, not
merely as a group of individuals.

Donald Michie argued that if the Study
Group were reformed in this way it
would be taken more seriously by the
outside world and by its own members."
ACTION: Meltzer and Michie to pre-
pare a draft constitution.

Events followed: the Constitution is
proposed in Issue 17, July 1974; ap-
proved (with only one nay) in October
1974 (then revised in 1977 for charita-
ble status); ballot for election of the
Committee, Issue 18.

Europe and all that
Shortly after becoming the AISB, a
problem arises: "the issue is whether
we work towards separate national
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"AISB"s (. . . ) or a single continental
organisation. Current political theory
calls for the latter, sited in Brussels,
with a bureaucracy of around one thou-
sand!", from M. Brady’s chairman mes-
sage Nov 76. Jörg Siekmann (then in
Essex) had reported on "German Intel-
ligence Becomes Artificial" in Novem-
ber 74, and by 1977 the German AI
Study Group had grown strong, with
their own Newsletter and increasing
governmental funding. In July 1977
there are mixed signals: "The European
AISB Newsletter" becomes the "AISB
Quarterly" . . . and announces that the
next AISB Summer Conference will be
held in Germany.
Then, Wolfgang Bibel from IFI Mu-

nich circulates a proposal for the cre-
ation of the EAAI, Oct 79, arguing that
"most people (. . . ) regard it (the AISB)
as a British society", and proposing
a board with two representatives from
Britain and one from each of France,
Germany, Italy, Benelux, Scandinavian
and Eastern Europe.
Pat Hayes, among others, is against

it: "I can’t support this idea. I strongly
believe (. . . ) would be a disastrous mis-
take. I also think that your (Bibel’s)
motivation in wishing to set it up re-
flects priorities and views on science
and nationalities which are wrong."
(. . . ) "There is no room for a second
organization, the entire European AI
production is smaller than Stanford’s"
(. . . ) "EAAI is going to directly com-
pete with AISB". Facts though are
stubborn things:

• AI groups in the continent had
proliferated in the 70s;

• Although there is no mention of

Britishness in the AISB Consti-
tution, there is little involvement
of continentals in the Cttee: E.
Sandewall serves from 1969 to
1975, then he is not nominated in
first ballot (see above);

• It is acknowledged that currency
is an issue for "foreigners in join-
ing AISB" (Sept 78);

• The Hamburg conference is a
huge success, boosting confidence
of continental members.

And "Europe" is not the only prob-
lem: "AISB disciplines" start to
form their own societies, e.g., the
British Robot Association (by Lar-
combe, 1977); in the late 70s Donald
Michie himself founds the B.C.S. Spe-
cial Group on Expert Systems -to be-
come BCS-SGAI in June 1980; psychol-
ogists feel alienated and join the new
Cognitive Science Society in 1979.

It was a brave new world.

∴
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AISB50: Artificial Intelligence at a new
branch point
by J. Mark Bishop (Goldsmiths, Univ. London, UK)

Introduction

It should be noted that from now
on ’the system’ means not the ner-
vous system but the whole com-
plex of the organism and the en-
vironment. Thus, if it should be
shown that ’the system’ has some
property, it must not be assumed
that this property is attributed to
the nervous system: it belongs to
the whole; and detailed examina-
tion may be necessary to ascertain
the contributions of the separate
parts.

W. Ross Ashby, 1952 [1]

An oft repeated aphorism is that the
universe is constantly changing and
hence that our world is in a perpetual
state of flux. In order to behave in-
telligently within this varying natural
environment, any system - be it man,
machine or animal - faces the prob-
lem of perceiving invariant aspects of
a world in which no two situations are
ever exactly the same. Cartesian theo-
ries of perception can be broken down
into what Chalmers [5] calls the ’easy
problem’ of perception - the classifica-
tion and identification of sense stimuli
- and a corresponding ’hard problem’

- the realisation of the associated phe-
nomenal state1. The difference between
the ’easy’ and the ’hard’ problems - and
an apparent lack of link between theo-
ries of the former and an account of the
latter - has been termed the ’explana-
tory gap’ [10] and this [unbridgeable]
gap is symptomatic of the underlying
dualism.
Many current theories of natural vi-

sual processes are grounded upon the
idea that when we perceive, sense data
is processed by the brain to form an in-
ternal representation of the world. The
act of perception thus involves the acti-
vation of an appropriate representation.
The easy problem reduces to forming
a correct internal representation of the
world and the hard problem reduces to
answering how the activation of a rep-
resentation gives rise to a sensory expe-
rience.
In machine perception progress in

solving even the ’easy’ problem has
so far been unexpectedly slow; typical
bottom-up (or data driven) methodolo-
gies involve the processing of raw sense
data to extract a set of features; the
binding of these features into groups
then classifying each group by reference
to a putative set of models. Conversely,
in top down methods, a typical set of
hypotheses of likely perceptions is gen-

1David Chalmers introduced the term ’hard problem’ to investigate "Why is all this
[neural] processing accompanied by an inner life?" [5]; I deploy the phrase ’hard prob-
lems of consciousness’ to additionally encompass related problems pertaining to Levine’s
’explanatory gap’ [10].
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erated; these are then compared to a
set of features in a search for evidence
to support each hypothesis.
To date successes in machine per-

ception have been limited to a rela-
tively small subset of the possible [hu-
man] perceptual gamut2.. Hence, at
this 50th Anniversary Convention of
the AISB, AI once again finds itself,
pace Dreyfus [8], at something of a
branch point; a choice, not as Drey-
fus imagined in 1988, between ’making
a mind’ or ’modelling the brain’, but
a choice at a much more fundamental
level between neo-classical paths (e.g.
GOFAI; connectionism; dynamic the-
ories of mind; swarm intelligence etc)
that are fundamentally (i) dualist and
(ii) essentially formal and representa-
tional3, and the more radical ’Embod-
ied, Embedded, Ecological, Enactivist’
- the so called ’4Es’ - framework.
In this context, it was a partic-

ular delight that at this golden an-
niversary convention of the AISB both
paths towards AI were well represented:
the ’classical’ approaches being cham-
pioned by symposia such as: Computa-
tional Creativity; Computational Intel-
ligence; Computational Scientific Dis-
covery; and Evolutionary Computing;
and the 4Es being championed by sym-
posia such as: Varieties of Enactivism;
Consciousness without inner models;

Reconceptualising mental illness, and
Embodied Cognition, Acting and Per-
formance4. The foundations of classi-
cal AI are by now very well known; the
foundations of the 4Es approach per-
haps a little less so, therefore a few
words of contextualisation may be help-
ful.

The 4Es: ’Embodied, Em-
bedded, Enactive and Eco-
logical’ Cognition
Rooted at the heart of the emerging
4Es framework is [radical] enactivism;
a theoretical approach to understand-
ing the mind derived from work by
Humberto Maturana, Francisco Varela,
Evan Thompson, and Eleanor Rosch.
In contrast to classical computational
(cognitivist) or bottom-up (cybernetic)
approaches to machine intelligence, the
emerging enactivist framework empha-
sises the way that mentality emerges
through self-organising processes inter-
acting with their environment.
At a fundamental level enactivism is

non-dualist: the self arises as part of
the process of an embodied entity inter-
acting with its umwelt in precise ways
determined by its physiology. In this
sense, individuals can be seen to "grow
into", or arise from, their interactions
with the world. The self does not repre-

2As is no surprise to long term critics of ’classical’ AI such as Searle [17], Dreyfus [8]
and Penrose [15]; for extended critical reflection on the impact of Searle’s ’Chinese Room
Argument’ see, for example, [16].

3In describing a symbol, representation or process as purely ’formal’, I mean both that
it has no intrinsic content (semantics/meaning), and that it is ’hardware independent’.

4E.g. The Embodied Cognition, Acting and Performance’ symposium featured in a
post-conference ’New Scientist’ article on the use of principles from embodied cognitive
science in the treatment of autism, Drama helps kids with autism communicate better
[New Scientist: April 17th 2014].

5Francisco Varela defined the term, "to evoke the view that what is known is brought
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sent the world, but produces it through
the nature of its unique way of interact-
ing with its environment5.

One particular ’variety of enactivism’
is sensorimotor theory and the confer-
ence was also fortunate to host one of
its founders - Kevin O’Regan - lead-
ing both a symposium on Conscious-
ness without inner models and present-
ing at several symposia. Contempo-
rary Sensorimotor Theory [4] offers a
new enactive approach6 to perception
that emphasises the role of motor ac-
tions and their effect on sensory stimuli.
The seminal publication that launched
sensorimotor theory is the target paper
co-authored by J. Kevin O’Regan and
Alva Noë and published in Behavioral
and Brain Sciences (BBS) for open peer
commentary in 2001 [13].
In the central argument of their pa-

per, O’Regan and Noë suggest radically
shifting the nexus of research in visual
perception away from analysis of the
raw visual patterns of stimulation, to
refocus on the law-like changes in vi-
sual stimulation brought about as a re-
sult of an agent’s actions in the [light-
filled] world. In so doing it shifted the
problem of vision away from that of
construction of rich internal representa-
tions of an ’out there’ world, to that of

active exploration of the environment
’on demand’; conscious experience be-
ing brought forth via a series of [sac-
cadic] movements that either confirm
(or disabuse) the notion that the world
actually is of the form currently antici-
pated.
In contrast to classical approaches to

cognition and AI, O’Regan and Noë’s
sensorimotor theory - and more broadly
enactivism in general - potentially ac-
count for why our conscious experience
of the world appears to us as it does; if
correct this is a significant achievement
and one that may offer new insight into
at least some of the hard problems of
consciousness7.

The plenary talks and
keynotes
It was not coincidental that the keynote
speakers at AISB50 offered talks pre-
senting new insights on both classi-
cal and 4Es related AI and cognitive
science: emerging from the classical
branches of AI, John Barnden pre-
sented the first public lecture of the
conference entitled Creative Metaphor,
Mind Out! Or Rather, Mind In. John
Barnden is Professor of Artificial Intel-
ligence at the University of Birming-
ham where his research is centrally con-

forth, in contra-position to the more classical views of either cognitivism or connection-
ism".

6Here the term ’enactive approach’ is taken from Noë [12] where he states, "What
I call here the enactive approach was first presented in [13]. I refer to the view as the
sensorimotor contingency theory. Hurley and I, in joint work, deploy another term: the
dynamic sensorimotor account. I borrow the term enactive from Francisco Varela and
Evan Thompson (Varela, Thompson and and Rosch 1991 [19]), although I may not use
it in exactly their sense. I use the term because it is apt, and to draw attention to the
kinship of our view and theirs."

7E.g. In part it was this new, enactive, theory of visual perception that prompted
AISB collaboration with ’The Colour Group’ (Great Britain) on the symposium New
perspectives on colour.
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cerned with investigating figurative lan-
guage, metaphor and Artificial Intelli-
gence [2].
The second evening public lecture,

The Painting Fool: Weak and Strong
Computational Creativity Research in
Action, was presented by Simon Colton.
Simon is Professor of Computational
Creativity at Goldsmiths, University of
London. Computational Creativity is
a sub-area of Artificial Intelligence re-
search, which involves the study of soft-
ware that can take on some of the cre-
ative responsibility in arts and science
projects. In his talk Simon demon-
strated the "thepaintingfool.com" in ac-
tion - an artificial intelligence that he
hopes will one day be accepted as an
artist in its own right.
The third public lecture stemmed

from a recent collaboration between
’The AISB’, Dr. Kate Devlin (Gold-
smiths) and ’The Colour Group of
Great Britain’; a collaboration that re-
sulted in the launch of a new AISB50
symposium entitled New perspectives
on Colour. To celebrate, closing the
AISB50 Convention on Friday evening,
Dr. Hannah Smithson (Oxford) pre-
sented a special lecture entitled New
perspectives on colour from a 13th cen-
tury account of light, material and rain-
bows.
For the opening conference plenary

address organisers were delighted to
welcome Professor Susan Stepney from
the University of York, UK, who
enquired When does a slime mould
compute? Susan’s work in non-
conventional computing sits somewhere

between classical and the 4Es ap-
proaches to Artificial Intelligence and
emphasises the importance of the phys-
ical embodiment of the computational
substrate. At last year’s AISB conven-
tion the 6th Computing and Philoso-
phy symposium was provocatively enti-
tled, The scandal of computing: ’What
is computation?’ and further develop-
ing this theme Susan’s plenary investi-
gated precisely what it meant to say of
a physical system ’that it computed’.
The second convention plenary was

from Professor Lucy Suchman (Lan-
caster) who gave an elegant and wide-
ranging lecture entitled Human(oid)
Robot Reconfigurations. In seminal
work, undertaken whilst she was based
at Xerox’s Palo Alto Research Centre
between 1979 and 2000, Lucy funda-
mentally challenged common assump-
tions behind the design of interactive
systems, with an incisive anthropologi-
cal argument that human action is con-
stantly constructed and reconstructed
from dynamic interactions with the ma-
terial and social worlds [18]; as such
her strongly resonates with the ’embed-
ded (or ’situated’) theory of cognition
(which emphasises the importance of
the environment as an integral part of
the cognitive process) and the broader
4Es approach8.
Professor Terence Deacon’s (Berke-

ley) recent high-profile monograph In-
complete Nature fundamentally chal-
lenges classical approaches to intelli-
gence and cognition and in so doing
it has won high praise from all quar-
ters; perhaps most surprisingly from

8For an alternative analysis of related themes that makes the link (via autopoiesis) to
the 4Es approach further explicit, see Winograd & Flores [20].
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the philosopher Daniel Dennett. Over
his lifetime Dennett has been a stal-
wart champion of computational theo-
ries of cognition against what he some-
what derisively labels its ’romantic
challengers’9, so on the surface it ap-
pears something of a volte-face to read
his praise of Deacon’s book promoting
’romantic" cognitive science, conclud-
ing that: "Deacon, with his more am-
bitious exercise of reconstruction, has
me re-examining my fundamental work-
ing assumptions" [7]. In his plenary
at AISB50 Terry outlined a new vision
for a ’living machine’ as one that in-
stantiates principles of autogenesis - in
which multiple self-organizing processes
are linked by virtue of each producing
the critical boundary constraints that
maintain the others.
The final convention plenary Eth-

ical dilemma of the AnthropoRobotic
was from Professor Humberto Mat-
urana (Instituto de Formación Ma-
triztica, Chile). Maturana first came
to international fame with the 1959 pa-
per "What the frog’s eye tells the frog’s
brain" [9] one of the most cited papers
in the Science Citation Index. Over
seven decades Humberto’s research has
touched on cybernetics, languaging, au-
tonomy and enactivism and extends
to philosophy, cognitive science and
even family therapy. These days, how-
ever, along with with his protege Fran-

cisco Varela, Humberto is perhaps best
known for his work on autopoiesis [11] -
a groundbreaking thesis about the na-
ture of reflexive feedback mechanisms
in living systems that led them both
to conclude: "Living systems are cogni-
tive systems, and living as a process is a
process of cognition. This statement is
valid for all organisms, with or without
a nervous system".
Framed by seven apposite keynote

talks, the A-Eye Computer Art ex-
hibition and the theatrical premiere
of MIL-STD-1815 10, the twenty-four
symposia that comprised this 50th con-
vention undoubtedly offered a unique,
exciting and celebratory snap-shot of
Artificial Intelligence at a pivotal
branch point at this, the golden an-
niversary party of the AISB. Viewed in
this context AI is clearly once again po-
sitioned at a pivotal branch point; time
will tell along which stream future AI
will most effectively flow.

∴

Acknowledgments: AISB50 organisers
gratefully acknowledge the Artificial
Intelligence journal, Springer, Taylor-
Francis and CHOICE Radio Cars for
their generous financial support. El-
ements of this conference report have
been adapted from Bishop’s intro-
duction to the AISB50 ’Selected Pa-

9For the so called ’romantic side’ Dennett claims "Romanes and Baldwin, Kropotkin,
Stephen Jay Gould, Humberto Maturana, Francisco Varela, Stuart Kauffman, Roger
Penrose, Ilya Prigogine, Rupert Sheldrake, and the philosophers John Haugeland, Evan
Thompson, Alicia Juarrero, John Searle, and - off the map, now - Jerry Fodor and
Thomas Nagel" [7].

10A new production premiered during the conference at Goldsmiths’ George Wood
theatre on April 2nd 2014, connecting thoughts, ideas and biography relating to Alan
Turing, Ada Lovelace, Charles Babbage and Snow White.
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pers’ volume [ISBN 978-1-908187-42-0];
Bishop & Nasuto [3] and Bishop &Mar-
tin [4]. This short article is an abridged
version of an extended conference re-
port submitted to the Artificial Intelli-
gence journal.
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Book review: Radicalizing Enactivism:
Basic Minds without Content (Hutto &
Myin, 2012)
by Paulo de Jesus (Goldsmiths, Univ. London, United Kingdom)

Cognitive science has been dominated
by two fundamental principles, repre-
sentationalism and computationalism.
Cognitive systems build, store and ma-
nipulate inner (to the system, usually
its brain) representations, while com-
putational processes are responsible for
the appropriate manipulation of these
representations. In their book, Hutto
and Myin (H&M) present a serious
challenge to both of these principles.
The first two chapters set the scene

by distinguishing two varieties of rep-
resentationalism; a stronger version,
dubbed "CIC" ("Cognition Necessar-
ily Involves Content"), the propo-
nents of which are committed to a
form of "hyper-intellectualism" which
maintains that representational content
in the brain is a necessity for gen-
uine cognition; and a weaker version,
termed "CEC" ("Conservative Embod-
ied/Enactive Cognition) that endorses
embodiment but is deemed conserva-
tive, because it retains CIC’s commit-
ment to the idea that basic cognition
is representational and involves ma-
nipulating content. In contrast, for
H&M, only creatures with fully de-
veloped conceptual abilities scaffolded
by public language, can or need be
described in content-involving terms,
and the significant majority of cogni-
tive activities are non-contentfull/non-
representational in character.

Enter "REC" (Radically Enactive (or
Embodied) Cognition), the authors al-
ternative to representationalism, a nat-
uralist, radicalised enactivism that ar-
gues that "basic minds" do not contain,
nor process informational content. Un-
like the majority of other approaches
to embodied cognition REC is different
in that it not only targets proponents
of traditional computational accounts
of mind, but also more non-traditional
accounts closer to their own. A cen-
tral message here is that only a thor-
oughly radical anti-representationalism
can save enactivism.
For REC, basic cognition is a "dy-

namically unfolding, situated embod-
ied interactions and engagements with
worldly offerings" (p. ix) that commits
the authors to an "embodiment the-
sis". These interactions are essentially
nonlinear and recursive, making it im-
possible to clearly delineate an "inner"
domain of mentality from a separate
"outer" domain of environmental causal
factors. Therefore, basic cognition in-
volves brain, body and environment
tightly interconnected in a mutual and
simultaneous dance of reciprocal causa-
tion. This further commits the authors
to a "developmental-explanatory the-
sis". The idea here is that "mentality-
constituting interactions are grounded
in, shaped by, and explained by nothing
more than the history of an organism’s
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previous interactions" (p. 8).
The core of the book is chapter 4,

which introduces the "Hard Problem of
Content", and "aims to show that pro-
ponents of CIC currently lack any nat-
uralistically credible account of content
upon which to ground their theorizing
about basic minds" (p. 57). H&M
posit that current naturalist accounts
of mental content are incapable of ade-
quately addressing this issue, and push
further by arguing that informational
content is incompatible with explana-
tory naturalism, and sooner or later
both CIC and CEC will have to face
up to this predicament.
If something has content, then it

must have some special properties,
some conditions of satisfaction such
as truth, reference, accuracy, veridi-
cality. But as H&M note, this has
some undesirable consequences for ex-
planatory naturalism, since it cannot
account for states with these proper-
ties with only the standard natural-
istic acceptable notions of covariance
or information-as-indication. This is
because covariant relations are sim-
ply dyadic causal relations where one
state of affairs stands in a binary re-
lation to another but does not say
anything about the other state of af-
fairs. This leaves CIC and CEC with
a dilemma: either accept the notion
of information-as-covariance but deny
that cognition involves information-as-
content with truth bearing properties,

or if they insist that content exists they
have to provide a naturalistic feasible
solution to the HPC, which as H&M
point out has proved near impossible.
REC implies that at the level of ba-
sic engagement simple dyadic covari-
ance relations are sufficient to explain
basic cognition. However, covariance
should not be confused with content,
while covariance can account for basic
forms of cognition, at this level content
is neither involved nor necessary.
The concluding chapters applies

REC to two specific debates. Chap-
ter 7 criticises the Extended Mind
Hypothesis as presented by Clark &
Chalmers (1998) and further developed
by Menary (2007) and Sutton (2010),
for its implicit commitment to CIC.
"Extensive Minds" is presented as the
logical consequence of embracing REC.
From the REC perspective basic minds
are "fundamentally, constitutively al-
ready world-involving." (p. 137), As
with the extended mind hypothesis,
minds are not understood as brain-
bound but as "extensive" and always
dependent on brain, body, and world.
But unlike the extended mind exten-
sive minds do not traffic in contents.
Chapter 8 concludes the book by ar-
guing that taking REC seriously, in the
domain of consciousness, implies that
the supervenience base for phenome-
nal consciousness is "wide" and includes
brain, body and environment.

Paulo de Jesus
PhD Candidate
Department of Computing
Goldsmiths Univ. London, UK
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Event: Emergence of Consciousness
by Janet Gibbs (Kings College London)

The 3rd AISB workshop set out to ex-
amine questions about consciousness:
What is it, and is it unique to hu-
mans? Did it "emerge", and if so how,
when and why? Is there a contin-
uum between consciousness and non-
consciousness, and is there something
special about self-consciousness?
The first keynote speakers addressed

questions of consciousness in animals
and machines. Murray Shanahan
first presented the concept of Global
Workspace Architecture, and showed
how the wiring of many animal brains
appears to fit this structure, and asked
whether machines endowed with equiv-
alent ’brains’ would become conscious.
Steve Torrance pursued the concept
of ’superintelligent’ machines, which
could arise as machines recursively cre-
ate new machines a little more intelli-
gent than themselves - and the likely
concomitance of ’superconsciousness’.
Then, James Steele presented studies

on the development of human physiol-
ogy as compared with early hominids,
and what this might tell us about the
emergence of language and conscious-
ness. Geoffrey Hunt offered a critique of
Rossano’s ’Archaeology of Conscious-
ness’, which proposes that the devel-
opment of hand-axe technology is evi-
dence of the development of conscious-

ness.
In the general sessions, we heard from

researchers at all levels from MSc stu-
dent to established professor, offering
empirical and theoretical research, and
one speculative position paper on the
role of time and ’runningness’ in con-
sciousness. The question of emergence
was addressed from a range of perspec-
tives, including when and why the con-
cept of consciousness arose in scien-
tific thought. Questions were raised
on physicalism and substance dualism;
and an alternative duality of abstract
vs concrete was proposed, with the
intriguing concept of ’panabstractism’.
Developments were presented on Den-
nett’s intentional stance in the light of
contextual emergence, and on David-
son’s account of the role of language
in rationality, as well as what enac-
tivism has to say about Mary, bats
and zombies. Some ’relatively ne-
glected’ writings of Locke were reviewed
in light of their use by subsequent re-
search. The final session focussed on
social aspects of consciousness, includ-
ing aspects of agency and community,
how self-awareness is mediated by other
minds, and an evolutionary approach to
morality and ethics.
Proceedings can be found in J.

Consc. Studies 21(5-6), 2014.

Janet Gibbs
Database Administrator
Dept of Psychological Medicine
King’s College London
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Event: 14th International Conference on
Computer Vision
by Siyamalan Manivannan (Univ. Dundee, United Kingdom)

ICCV is the premier computer vision
research conference sponsored by IEEE,
and is held every other year, focus-
ing on cutting-edge research in com-
puter vision, pattern recognition, and
related areas. ICCV comprises the
main conference and several co-located
workshops and tutorials. Each time
this conference attracts world-leading
researchers and representatives of in-
dustry, from a wide range of disci-
plines associated with computer vision
to share ideas, concepts and technolo-
gies.
The 14th ICCV was held in Decem-

ber 2013 at the Conference and exhibi-
tion Centre in Darling Harbour, Syd-
ney, Australia, and consisted of four
days of workshops/tutorials before and
after the main conference, several in-
vited talks, technical presentations, ex-
hibits and a keynote speech. Out of
nearly 1629 submissions 41 papers were
selected for oral and 413 were selected
for poster presentations. This year
the overall acceptance rate was 27.87%
and the percentage selected for oral
presentations was 2.52%. The confer-
ence covered a wide spectrum of com-
puter vision research including detec-
tion and classification, 3D computer vi-
sion, motion and tracking, face and ges-
ture recognition, low-level vision and
image processing, statistical methods
and learning, and optimization meth-
ods. Among these categories, detec-
tion and classification received the most

attention, being addressed by 138 out
of 413 papers. The first and the last
two days of the conference were filled
with multi-track tutorials and work-
shops. In total, there were ten tutorials
and twenty five workshop sessions with
many invited talks by experts from var-
ious universities and industries.
Feature encoding plays an impor-

tant role in computer vision to ag-
gregate local features to get an im-
age representation. On that topic, I
found that three papers in particular,
are related to my work and are inter-
esting to me. The first one is ’Low-
Rank Sparse Coding for Image Classi-
fication’ by Zhang et al. In contrast
to existing approaches, where local fea-
tures are encoded independently, fail-
ing to capture the local image struc-
ture, the authors present a method
that exploits local structure informa-
tion among local features. To capture
local structure information they assume
that local regions can be well approx-
imated by their low-rank approxima-
tions. First an image is segmented into
super-pixels, then densely sampled lo-
cal features from each super-pixel are
jointly encoded using a learned dictio-
nary. Finally, the image representation
is obtained by applying max-pooling
on the encoded features. Experiments
show that the method outperforms cur-
rent approaches, performing well on
standard benchmark datasets. Authors
claim that the method also reduces

p. 21 AISB Quarterly



time complexity, compared to the tra-
ditional sparse coding method as it en-
codes the features jointly.
The second paper, ’Group Spar-

sity and Geometry Constrained Dic-
tionary Learning for Action Recogni-
tion from Depth Maps’, by Luo et
al., is also related to sparse coding for
feature encoding. The first method
learns a dictionary in an unsupervised
way, but this work proposes a super-
vised discriminative class-specific dic-
tionary learning approach. The ba-
sic idea is that the features computed
from an image belonging to a particu-
lar class can be well reconstructed by
the class-specific dictionary. To en-
force that, the sparse coding approach
has been modified to include two addi-
tional terms; group sparsity and geom-
etry constraints. Group sparsity sup-
ports the reconstruction of features by
the dictionary of the same class, and
the geometric constraints force the fea-
tures from the same class with high sim-
ilarity to have similar coefficients. In
addition to this supervised dictionary
learning approach, a temporal pyra-
mid matching (TPM) approach also has
been proposed. TPM is nothing more
than an extension to the well-known
spatial pyramid matching in the tem-
poral domain. TPM divides a video se-
quence into several segments along the
temporal direction; histograms gener-
ated from segments by max-pooling are
concatenated to form the video repre-
sentation. TPM captures the order of

the events/actions happening in that
sequence. Improved performance has
been reported compared to other su-
pervised dictionary learning approaches
on action recognition datasets captured
using depth cameras.
I note a few problems, however: (1)

dictionaries for feature encoding and
final classifiers are learned indepen-
dently, which may lead to reduced clas-
sification performance; (2) the dimen-
sionality of the local feature is lim-
ited; (3) larger dictionaries are pre-
ferred to get a high accuracy, which
increases the complexity of the final
classifier; (4) increased time complex-
ity for feature encoding due to the
optimizations in sparse coding,. In
contrast to the above approaches, the
dictionary-learning approach by ’Hier-
archical Joint Max-Margin Learning of
Mid and Top Level Representations for
Visual Recognition’ by Lobel et al.,
constructs the dictionary with a set
of linear classifiers, which are jointly
learned with the final image-level clas-
sifier. In this approach an image re-
gion is represented by applying max-
pooling over the classifier scores of local
features. This method has several ad-
vantages, including reduced dictionary
size, and improved time complexity for
feature encoding. Experiments on sev-
eral datasets show that this approach
can lead to state-of-the art performance
with comparatively small size dictio-
naries.

Siyamalan Manivannan
PhD Candidate
School of Computing
Univ. Dundee, United Kingdom
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Announcements
Upcoming workshop on "Figura-
tive language: its patterns and
meanings in domain-specific dis-
course"

The 5th AISB Workshop is jointly or-
ganized as a workshop of the Institute
of Advanced Studies at the University
of Birmingham "Figurative language:
its patterns and meanings in domain-
specific discourse", 18th–19th August
2014, University of Birmingham, UK.
Forms of figurative language such as
metaphor and metonymy are key re-
sources for communicating domain-
specific information in an accessible

way. Modelling such patterns of com-
munication is a key aim of academic
disciplines such as linguistics, discourse
studies, and psycholinguistics, and un-
derstanding such phenomena is an
emerging goal within Artificial Intelli-
gence and the related field of Natural
Language Processing.
Important dates:

• July 18th: Close of registration

• August 18th-19th: Workshop

Organisers: Prof. John Barnden
(J.A.Barnden AT cs.bham.ac.uk),
Dr. Andrew Gargett (A.D.Gargett AT
cs.bham.ac.uk).

More at:
http://cs.bham.ac.uk/~gargetad/figurative-language-workshop-birmingham-2014.html

Call for AISB workshops

The AISB is funding a series of work-
shops to be held across the country,
covering a wide range of themes per-
tinent to the aims of the AISB. These
events are abstract-only and free for all
AISB members. Current non-members
would be able to attend for the cost of
AISB membership, which they will be
asked to arrange and pay for in advance
by submitting a completed application
form to the Executive Office. They
would then be eligible to a year’s mem-
bership of the Society. This applies to
speakers and audience alike. Refresh-
ments (coffee and teas) are funded by
the AISB. If you are interested in host-
ing one of these events in your home
institution, you will find information
on what you will need to do on this

page: http://www.aisb.org.uk/events

Make your voice heard!

The Q always needs fresh contribu-
tions. If you are a student, and you
are wrapping up your thesis, you may
want to advertise your work, send us
an abstract. If you would like to attend
that very fine conference, and you need
a bit of help to fund your travel, speak
to us about travel awards in exchange
of a one page report. Have a look on
our website for a list of books we are
sent by all major publishers, speak to
us, write a review and keep the book. If
you want to reach the community and
make your voice heard about a topic
close to your heart, send us an article.
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Dear Aloysius. . .

Due to recent attacks from various Security Agencies against the community of
Hackers, Father Hacker has decided to lay low for a little while, and will resume

answering your numerous queries after a well-deserved summer break.

Fr. Aloysius Hacker
Cognitive Divinity Programme
Institute of Applied Epistemology
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