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Editorial
It is with great pleasure that we
present the 135th issue of the AISB
Quarterly in its new format. The
“Q” (as it is affectionately known by
many AISB members) had been in its
previous format since Autumn 2001,
and the AISB Committee decided
that a fresh design and a smarter
format was due to complement the
Society’s freshly refurbished website
(http://www.aisb.org.uk). With this
new edition we have also moved to
LATEX in order to ease, and hopefully
speed up, the production process.
Submission guidelines will be made
available on the website shortly.

This issue contains four original
articles. The first is a description
of Terry Stewart’s Neural Engineer-
ing Framework, a novel connection-
ist approach to the design of large-
scale cognitive models while in the
second, Dan Veksler explores the
possibility of using the online vir-
tual world Second Life as a cognitive
modelling platform.

The third article is a review, by
a collective of industrial and aca-
demic partners, of the AI-based
SpendInsight platform, devised to
help higher education institutions
optimise their procurement process
and, ultimately, save money. Fi-
nally, Martin Wurzinger responds
to Pat Langley’s article in AISBQ
133 by considering the process and
achievements of AI, emphasising the

benefits of AI applications that go
beyond the scientific domain.

This issue also contains several
reviews. Andrew Martin reviews
J. Kevin O’Regan’s book Why Red
Doesn’t Sound like a bell, and re-
ports on the first AISB members’
workshop on sensorimotor theory.
We also have reports of two recent
events: Marilyn Panayi reports on
the Foundations of Enactive Cogni-
tive Science workshop, and Anna Du-
mutriu gives us a taste of the Alan
Turing Centenary Exhibition at the
AISB/IACAP World Congress.

You will find a call to submit work
to the second AISB workshop of the
academic year—this time in Exeter—
in December, focusing on hyper-
heuristics and new classes of optimi-
sation problems.

And finally, AISBQ would not be
complete without Fr. Aloysius, our
hacker in residence and renowned
columnist who, as usual, concludes
the issue by responding to your most
pressing queries.

We would like to take this op-
portunity to thank all members
of the Society, for your continued
support and the constant flow of
submissions that make the Q the
vibrant magazine it is, contributing
to the exciting life of the society.
Thank you!

The Q editors
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The Neural Engineering Framework
The Neural Engineering Framework
(NEF) is a general methodology that
allows the building of large-scale, bi-
ologically plausible, neural models
of cognition [1]. The NEF acts as
a neural compiler: once the prop-
erties of the neurons, the values
to be represented, and the func-
tions to be computed are specified,
it solves for the connection weights
between components that will per-
form the desired functions. Impor-
tantly, this works not only for feed-
forward computations, but also for
recurrent connections, allowing for
complex dynamical systems includ-
ing integrators, oscillators, Kalman
filters, etc. [2]. The NEF also incor-
porates realistic local error-driven
learning rules, allowing for the on-
line adaptation and optimisation of
responses [3]. The NEF has been
used to model visual attention [4],
inductive reasoning [5], reinforce-
ment learning [6] and many other
tasks. Recently, we used it to build
Spaun, the world’s largest functional
brain model, using 2.5 million neu-
rons to perform eight different cog-
nitive tasks by interpreting visual
input and producing hand-written
output via a simulated 6-muscle arm
[7,8]. Our open-source software
Nengo was used for all of these, and
is available at http://nengo.ca, along
with tutorials, demos, and down-
loadable models.

Motivation
Despite the additional constraints
and computational overheads in-
volved in building biologically plau-
sible models, there are two major
reasons for doing so. First, using bi-
ologically realistic neurons not only
allows the modelling of behaviour, it
also allows the comparison of net-
work properties (e.g., firing patterns,
timing effects, and neural connectiv-
ity) with real brains and the potential
for more accurate investigation of
neural degeneration, lesioning, deep
brain stimulation, and even various
drug treatments.

As an example, when we con-
structed a NEF implementation of
a production system constrained by
the properties of the various neu-
ron types found in the brain regions
involved, it not only produced the
classic 50 millisecond cognitive cy-
cle time without parameter fitting
[9], it also produced a novel pre-
diction that some types of produc-
tions take ∼40 milliseconds, while
others take ∼70 milliseconds, which
matches well to some unexplained
behavioural data [10].

The second reason for building bi-
ologically plausible models is that it
can suggest new types of algorithms.
The NEF does not produce an ex-
act implementation of whatever al-
gorithm you specify but an approx-
imation, the accuracy of which de-
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pends not only on the neural proper-
ties but also on the functions being
computed. As a consequence, the
computations used in a NEF model
are constrained by the basic opera-
tions of neurons. This has allowed
us to make strong claims about the
classes of algorithms that cannot be
implemented in the human brain
(given the constraints on timing, ro-
bustness, and numbers of neurons
involved) [11].

For example, in attempting to
find a plausible implementation of
symbol-like cognitive reasoning we
were led towards a relatively unex-
plored family of algorithms which,
upon further investigation, we dis-
covered to be particularly useful for
induction and pattern completion
tasks that are difficult to explain with
classical symbol structures [5,11].

In this article I will outline how
vectors are encoded into the dis-
tributed activity of population of
neurons, and how to interpret that
activity back into a vector.

Representation
The NEF uses distributed represen-
tations and draws a sharp distinc-
tion between the activity of a group
of neurons and the value (usually
thought of as a vector x) being rep-
resented. For example, 100 neu-
rons may represent a 2D vector, with
different vector values correspond-
ing to different patterns of activity
across those neurons.

To map between x and neuron ac-
tivity a, every neuron i has an en-
coding vector ei which can be con-
sidered the preferred direction vec-
tor for that neuron (i.e., the vector
for which that neuron will fire most
strongly). This fits with the gen-
eral neuroscience methodology of
establishing tuning curves for neu-
rons, where the activity of a neuron
peaks for some stimulus or condi-
tion. The NEF embodies the strong
claim that the input current to a neu-
ron is a linear function of the value
being represented. If G is the neu-
ral non-linearity, αi is a gain param-
eter, and βi is the constant back-
ground bias current for the neuron,
the neural activity given x is ai =
G

(
αi ei ·x+βi

)
Importantly, G can be any neural

model, including simple rate-based
sigmoidal neurons, spiking Leaky-
Integrate-and-Fire neurons, or more
complex biologically detailed mod-
els. The only requirement is that
there be some mapping between
input current and neuron activity,
which can include complex spiking
behaviour.

While a vector x can be converted
into neural activity ai , it is also im-
portant to do the opposite. Finding x
given ai provides a measure of accu-
racy and a high-level interpretation
of spiking activity. NEF does this by
finding a set of decoding weights d
such that x ≈ ∑

ai di . These weights
can be found using any standard er-
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ror minimization technique. Cru-
cially for the NEF, these weights are
also used to directly solve for the
neural connection weights that per-
form computations.

Computation
For the NEF, any connection be-
tween groups of neurons computes
a function. The trick is to find a set
of connection weights ωi j such that
if the first group of neurons (A) rep-
resents x then this will cause the sec-
ond group (B) to represent y = f (x).

The first step is to imagine an in-
termediate group of perfectly ideal
linear neurons (Figure 1a), with one
neuron per vector dimension. If we
connect A to these ideal neurons us-
ing the connection weights d found
above, then these ideal neurons will
be driven to represent the vector x.
In general, we can also optimize d
to approximate any function f (x)
by adjusting the error minimization.
We then connect the ideal neurons
to B using the encoder values for
group B (e j ). This causes group B to
also represent f (x).

Once d and e have been found, the
intermediate layer is then removed,
directly connecting A to B by multi-
plying the two sets of weights (Fig-
ure 1b). This produces the opti-
mal weights to compute an arbitrary
function f (x) between A and B.

This approach can be used to
approximate any function and has
the valuable property that non-

linear functions can be computed
with a single layer of connections—
no back-propagation of error is re-
quired. Not every function can be
computed however; the more non-
linear and discontinuous the func-
tion, the lower the accuracy. Accu-
racy is also affected by the neuron
properties, such that having a wide
variety of neural parameters (as in
biological neurons) greatly increases
accuracy. This also allows you to de-
termine the neuron properties that
would be ideal for particular compu-
tations, which can then be used as
neurological predictions [1].

It is important to note that the
NEF cannot only produce biolog-
ically realistic models capable of
computing functions of the form y =
f (x) but it can also compute dy-
namic functions of the form d x

d t =
A (x) + B (u), where x is the value
being represented, u is some input,
and A and B are arbitrary functions.
A particularly useful special case of
this equation is d x

d t = u, (an integra-
tor) as this sort of component ap-
pears in many models of working
memory and in accumulator models
of decision making.

Symbol Processing
While manipulating vectors is ex-
tremely powerful, many cognitive al-
gorithms rely on manipulating sym-
bols with some sort of syntactic
structure. How can neurally realis-
tic models possibly represent some-
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Figure 1: Connecting populations of neurons (circles) via idealized perfectly
linear components (squares). (a) x is computed fromαi using weights d. x is
then combined with e to compute the input current to the next layer of neu-
rons B. (b) Idealized components are eliminated, giving a realistic neuron
model functionally identical to (a)

thing like “Dogs chase cats” in such
a way as to distinguish it from “Cats
chase dogs”? How can we manipu-
late these representations in useful
ways?

It turns out that there are a
family of models that already exist
for converting symbolic logic into
vector manipulations. These are
known as Vector Symbolic Architec-
tures [12], and all follow the ap-
proach of using high-dimensional
vectors for each basic symbol, and
then combining these vectors with
various mathematical operations to
produce new vectors that encode full
symbol structures. Unlike ideal clas-
sic symbol systems however, VSAs
are lossy, in that as the symbol tree
structure gets more complex, the ac-
curacy of extracting the original vec-
tors from that combined vector grad-
ually decreases.

Furthermore, the vectors main-

tain similarity, so that if “pink”
and “red” have similar vectors, then
“pink square” and “red square” will
also have similar vectors. This fea-
ture allows inductive reasoning over
complex patterns. For example, our
neural model of the Raven’s Progres-
sive Matrix task (a standard intel-
ligence test where participants are
given 8 visual patterns in a 3 × 3
grid and are asked to determine
what pattern should be placed in
the missing square) works by form-
ing the vector representation of each
pattern and computing the average
transformation that that will take
one pattern to the next [5].

As a simple example of this
approach, you can create high-
dimensional (∼500 dimensions
for adult-level vocabularies) unit
vectors for each basic symbol (DOG,
CAT, CHASE, SUBJECT, OBJECT,
VERB, etc.). These can be cho-

5 AISB Quarterly



sen randomly, or so as to reflect
standard similarity measures. Two
operations are required to create
a symbol structure: addition (+)
and circular convolution (⊗). The
sentence “Dogs chase cats” would
then be S = DOG ⊗ SUBJECT +
CHASE ⊗ VERB + CAT ⊗ OBJECT).
Given this sentence, a particular
component can be extracted by
computing S ⊗ SUBJECT-1 ≈ DOG,
where the inverse operation is a
simple reordering of the elements
in the vector. Interestingly, while
circular convolution seems like a
complicated operation, you can
break it down into a linear transfor-
mation, a large number of pairwise
multiplications, and another linear
transformation. All of these opera-
tions are accurately approximated
by the NEF methods.

Spaun
The ability to perform symbol-like
manipulations using vectors allows
you to build very large-scale cogni-
tive models. Our largest model to
date is Spaun, a 2.5 million spik-
ing neuron model with a vision sys-
tem (formed by implementing a Re-
stricted Boltzmann Machine Deep
Belief Network with the NEF), a sin-
gle 6-muscle 3-joint arm for output,
and a selective routing system (anal-
ogous to a production system) im-
plemented in spiking neurons com-
prising the cortex (for working mem-
ory storage), the basal ganglia (for

action selection), and the thalamus
(for selectively routing information
between cortical areas) [7]. Various
other cortical areas are also mod-
eled, allowing for transformations
between visual, conceptual, and mo-
tor spaces, inductive pattern finding,
and list memory. The model is ca-
pable of performing eight different
psychological tasks, including recog-
nizing hand written digits, memoriz-
ing digit lists and recalling particu-
lar items, pattern completion, rein-
forcement learning, and mental ad-
dition. No changes to the model
are made between tasks: instead, a
visual input is provided telling the
model which task to perform next.
We are aware of no other realistic
neural model with this combination
of flexibility and biological realism.

Nengo
Nengo is an open-source cross-
platform Java application which im-
plements the NEF and can be used
as both a teaching tool (with hands-
on classroom demos) and a research
tool (all of our large-scale models are
built with it, including Spaun). Neu-
ral groups can be created through
a drag-and-drop interface or Python
scripting. The functions to approx-
imate are similarly specified, with
Nengo automatically computing the
optimised connection weights. Also
included is a visualisation interface
for viewing and interacting with run-
ning models, including support for
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simulated environments and physi-
cal robots. The software, extensive
documentation, and various tutori-
als are available at http://nengo.ca.

References
1. Eliasmith, C., & Anderson, C. H. (2003).
Neural engineering: Computation, representa-
tion and dynamics in neurobiological systems.
Cambridge, MA: MIT Press.

2. Eliasmith, C. (2005). A unified approach
to building and controlling spiking attractor
networks. Neural computation. 7, 1276–1314.

3. MacNeil, D., & Eliasmith C. (2011). Fine-
tuning and the stability of recurrent neural
networks. PLoS ONE. 6(9).

4. Bobier, B., Stewart T. C., & Eliasmith C.
(2011). The attentional routing circuit: recep-
tive field modulation through nonlinear den-
dritic interactions. Cognitive and Systems
Neuroscience Poster.

5. Rasmussen, D., & Eliasmith, C. (2011). A
neural model of rule generation in inductive
reasoning. Topics in Cognitive Science, 3, 140–
153.

6. Stewart, T.C., Bekolay, T., & Eliasmith, C.
(2012). Learning to select actions with spiking
neurons in the basal ganglia. Frontiers in De-
cision Neuroscience, 6.

7. Stewart, T., Choo, F-X, & Eliasmith, C.
(2012). Spaun: A perception-cognition-action
model using spiking neurons. Proceedings of
the 34th Annual Conference of the Cognitive
Science Society.

8. Eliasmith, C. (2013). How to build a
brain: A neural architecture for biological cog-
nition. New York: Oxford University Press.

9. Stewart, T.C., Choo, F-X., & Eliasmith, C.
(2010). Dynamic behaviour of a spiking model
of action selection in the basal ganglia. In Pro-
ceedings of the 10th International Conference
on Cognitive Modeling, 235–240.

10. Gunzelmann, G., Moore, R., Salvucci, D.,
& Gluck, K. (2011). Sleep loss and driver per-
formance: Quantitative predictions with zero
free parameters. Cognitive Systems Research,
12(2), 154–163.

11. Stewart, T., & Eliasmith C. (2012). Com-

positionality and biologically plausible mod-
els. Oxford Handbook of Compositionality.

12. Gayler, R. (2003). Vector symbolic ar-
chitectures answer Jackendoff’s challenges for
cognitive neuroscience. ICCS/ASCS Interna-
tional Conference on Cognitive Science, Syd-
ney, Australia: University of New South Wales.
133–138.

Terry Stewart PhD
Centre for Theoretical Neuroscience,
University of Waterloo, Canada

7 AISB Quarterly



Second Life as a Simulation Platform
The aim of this article is to introduce
Second Life as a simulation platform
for cognitive systems development.
There are roughly four general types
of simulation platforms that may be
employed for Cognitive Modelling
and AI: robotics, high-fidelity syn-
thetic environments (those bound
by real-world dynamics and con-
straints, i.e., virtual reality), tradi-
tional games and tasks (e.g. chess,
Tetris, Markov decision tree navi-
gation), and behavioural laboratory
tasks where the goal of the synthetic
agent is to match empirical results
from human/animal studies more-
so than to optimise performance. All
of these are valuable tools that of-
fer distinct benefits. However, the
choice of a task environment is non-
trivial in the development of syn-
thetic cognitive systems. Indeed, the
task often drives the direction of the
mechanisms built to address it. For
instance, the planning requirements
of chess gave rise to GPS/SOAR,
recognition-type problems gave rise
to various categorisation models and
neural networks, and the focus on
perception/action constraints gave
rise to EPIC. A high-fidelity prob-
lem has the potential to drive a high-
fidelity solution.

Traditional laboratory tasks and
low-fidelity simulation environ-
ments are small worlds [1, 2]—they
may be too limited or too contrived,

and may lead to both misses and
false alarms in cognitive system
development. A synthetic agent may
perform perfectly in the Wumpus
world or closely match empirical
results from the Stroop task, yet be
incapable of generalising to other
tasks or scaling to high-fidelity envi-
ronments. Simpler tasks also suffer
from the identifiability problem,
where two opposing approaches
to cognition can produce indistin-
guishable behavioural results (e.g.
[3]).

On the other hand, robotics of-
fers a large world [1, 2] high-fidelity
simulation platform that bares all
the complexity of the real world, but
may lack the simplicity and con-
trol needed to develop, debug, and
scale a cognitive system in a rea-
sonable amount of time. Robotics
work includes many technical chal-
lenges at the sensory-motor level be-
fore cognitive mechanisms may be
addressed. In addition to tasking
resources, these demands confound
results—when a robot does not be-
have appropriately, it is difficult to
tell whether the lack in performance
is due to cognitive limitations or the
lo-fi sensory-motor apparatus.

Virtual reality can offer real-world
complexity and constraints to a
greater degree than simple games
or laboratory tasks, and more sim-
plicity and control than robotics. It
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Figure 2: Screenshot of a synthetic agent in the Second LifeTM environment.

provides a balance between a small
world and a large world environment
(i.e., a controlled large world).

Second Life
Second LifeTM is a large 3D vir-
tual world populated by hundreds of
thousands of online users and mil-
lions of objects. This synthetic en-
vironment has the potential to be a
useful tool for cognitive modelling
and artificial intelligence. It has
the same draw as robotics in that
it is a high-fidelity, multi-purpose,
persistent, large, complex, uncer-
tain, noisy, and non-stationary en-
vironment that can be useful to ex-
amine how a synthetic mind might
scale beyond simple games or lab-
oratory tasks. Like other virtual
worlds, the Second Life platform can
offer researchers more control than
robotics, allowing for faster devel-
opment and debugging, and gradual

increments in complexity. Addition-
ally, Second Life has some significant
advantages over other virtual reality
platforms, primarily due to its size.
Second Life contains replicas of ma-
jor cities and desert villages, small
bars and large museums, fields and
mountains, as well as historical and
fictional places. Using Second Life
may free up valuable resources to al-
low researchers to focus on devel-
oping cognitive systems, rather than
building a virtual world, or dealing
with mechanical failures of a robotic
system.

My current work involves the con-
struction of Second Life objects as
TCP web servers and cognitive mod-
els as TCP web clients. In this
way, the Second Life object may be
thought of as a remotely located
‘body’ being controlled by a locally
operating synthetic mind. While
simple, this setup is limited in the
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number of TCP connections per
server, and in the TCP request rate
(throttled to about 2 sensory-motor
cycles per second).

Regardless of the sensory-motor
speed, Second Life, by design, will
run no faster than real-time. This
may be unacceptable for much re-
search in AI and cognitive mod-
elling as evaluating a large parame-
ter space may take on the order of
months or longer. As with robotics
therefore, Second Life can only be
employed for simulations after a
significant reduction of parameter
space.

Second Life as a complement
to laboratory tasks and tra-
ditional simulation environ-
ments
My first experience with Second Life
involved the comparison of Rein-
forcement Learning-based (RL) and
Associative Learning-based (AL) de-
cision models [4]. Prior evaluation
of the two models using standard
laboratory tasks and simple Markov-
decision simulation environments
revealed unambiguous advantages
for the AL model. The AL model fit
human data better than RL across
two experiments, and maze navi-
gation simulations revealed perfor-
mance advantages for AL over RL
over three mazes ranging in diffi-
culty. However, examination of the
models in Second Life (using a sim-
ple navigation task) revealed flaws in

the AL model.
Employing Second Life revealed

what simpler simulation environ-
ments could not—that the imple-
mented standalone AL model could
not scale. This led to further AL
model development and an effort to
integrate AL and RL [5]. In sum, Sec-
ond Life offers real-world-like com-
plexity and constraints that sim-
pler task environments do not. For
instance, approaching a landmark
from the north does not present the
same view as approaching it from
the south, objects may be mobile,
and movement is noisy. These fea-
tures have the potential to make Sec-
ond Life an important tool for cogni-
tive system development and evalu-
ation.

An alternative to robotics
In my experience with teaching cog-
nitive system development, students
using Second Life as a simulation
platform greatly outpaced those us-
ing robotics. In the same time
that robotics students created a sim-
ple 2-action Reinforcement Learn-
ing agent, the students in the Sec-
ond Life class were able to learn a
new programming language (LISP),
develop two chat bots (one match-
ing on wikipedia keywords, another
matching chat content to news arti-
cles based on Latent Semantic Anal-
ysis), and develop a 4-action Rein-
forcement Learning bot.

This slower progress in the
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robotics class was due to a number
of issues. For example, robots move
at different speeds depending on
carpeting, constraining the robots
to left-right rotation can be difficult
as the robot will slowly move off
centre, battery capacity largely lim-
its simulation times, colour parsing
is sensitive to lighting conditions
(which change throughout the day
and when people walk by), and
servos die out after heavy use.
In comparison with Second Life,
the robotics platform offers too
little control over environmental
complexity, simulation length, and
overall speed of execution and
debugging. In sum, if a virtual
environment can provide the em-
bodiment constraints necessary
for the warranted cognitive system
evaluation, it may be prudent to
forego the burdens of robotics.

User-generated content
For the final project in the Sec-
ond Life class mentioned above, stu-
dents were required to build syn-
thetic agents for a foraging task in a
rich environment. The agents were
embodied as fish under water, learn-
ing the layout of the world, and
learning which objects in the world
may be edible. This world was full
of interesting terrain, coral, scripted
fish, rocks, plants, and artifacts—
none of which were created by me.
To set up this task-environment I
created a feeder (a simple scripted

object that generated food pellets)
and scripts for how students’ agents
may consume the food pellets. The
rest of the content was already there,
generated by Second Life users.

To this point, Second Life is full
of user-generated content. It is the
largest of such virtual environments,
offering synthetic agents the ability
to interact, create, and explore per-
sistently for years, rather than min-
utes. To employ a smaller, less-
populated virtual environment may
be equivalent to opting for a small
website over the world wide web.

Summary and conclusions
The development of cognitive mod-
els and agents is often driven by the
objectives of the target environment.
A high-fidelity task environment can
drive high-fidelity cognitive system
development. Traditional labora-
tory tasks and games are small world
environments that cannot offer the
necessary real-world complexity and
constraints. Large world simulation
platforms (robotics or virtual real-
ity) can help to correct the direc-
tion of model or agent development,
and should be considered a neces-
sary complement to empirical mod-
elling and simpler task simulations.
Virtual reality frameworks, in par-
ticular, are controlled large worlds,
allowing the researcher to slide the
scale between control and complex-
ity as needed. Second Life is a
highly populated multi-purpose vir-
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tual world containing a lot of user-
generated replicas of real and fic-
tional places. Although this plat-
form has many limitations, and can-
not run faster-than-realtime simula-
tions, it may be a useful tool for cog-
nitive system development.
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The Use of AI Technology in
E-commerce Spend Analysis
At the launch of the software in-
dustry standard for green data
interchange at the RSA London on
15 November, 2011, Ronald Duncan,
founder and Technical Director of
@UKplc (a cloud-based e-commerce
company) reported on how classi-
cal AI technology in classification
and matching was being exploited
in a new ’spend analysis’ system.
The core technology—deploying
Bayesian inference; symbolic rule-
induction; decision trees and expert
systems—has been commercialised
by @UKplc as the “SpendInsight”
platform which enables procurers
to identify and cost equivalent
products (with a subsequent exten-
sion offering an analogous carbon
analysis of purchasing decisions).
Procurers can thus analyse both
the economic and environmental
cost of purchases. Unfortunately, to
date, the potential economic savings
are not being realised. However,
a survey reported herein, shows
that the potential environmental
benefits may well lead to changes in
procurement processes resulting in
both environmental and economic
savings.

Investigations into search and
natural language processing carried
out during a large three year re-
search project jointly hosted by the

University of Reading, Goldsmiths
College, and @UKplc, led to the
development and commercialisa-
tion of SpendInsight, a radically
new technological platform that
enables organisations to monitor
and analyse their purchase spend
accurately and subsequently (via the
related GreenInsight system) their
procurement carbon footprint.

The ‘spend analysis’ e-commerce
technology has now been success-
fully deployed in the UK educa-
tion and health sectors where it has
proven to be both cost effective and
to deliver real savings; indeed the
spend analysis system enabled a re-
cent, widely publicised, UK National
Audit Office report to highlight po-
tential NHS purchasing savings of
£500m per annum (a fact raised in
parliament and widely discussed in
national media).

Nevertheless, given the huge scale
of the potential savings it highlights,
it is perhaps a little surprising that
to date, take up of this AI based
spend analysis system remains rela-
tively sluggish, (e.g., only 54 of over
400 UK Health Trusts have yet de-
ployed the system). Reasons for the
relatively poor roll-out of this tech-
nology are varied. However the un-
derlying problem is one of organisa-
tional inertia.
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For example, a procurement offi-
cer who may have invested signifi-
cant time and effort building up a
relationship with a supplier to ne-
gotiate a new contract for 10,000
syringes, which he has just guided
through her line manager, may be
slightly reluctant to embrace an al-
ternative supplier offering a slightly
cheaper deal. However, if the al-
ternative supplier can compete on
price and also be qualitatively dif-
ferent (for example also offering a
potential reduction in the organisa-
tion’s carbon footprint) then there
may more motivation for organisa-
tional change.

This article reports a survey of
attitudes to individual and organi-
sational change amongst civil ser-
vants involved in purchasing pro-
cess (a survey of 229 individuals car-
ried out for @UKplc at the ‘Civil Ser-
vice Live’ conference, Olympia 7–9
July, 2011). Results from the sur-
vey strongly support our hypothe-
sis of organisational inertia and con-
firm that, whilst individual buying
behaviour was strongly influenced
by potential savings, only 57% of
the respondents reported that sav-
ings alone were enough to ‘probably
or definitely’ change organisational
purchasing decisions.

Conversely, by highlighting eco-
nomic savings and improved sus-
tainability (lower procurement car-
bon footprint) there was a signifi-
cant increase, with 84% of respon-

dents now assessing that their or-
ganisation would ‘probably or def-
initely’ change purchasing choices.
This data aligns well with experience
from roll-out of the current NHS
‘Carbon Footprint project’, which is
attracting much wider engagement
than earlier, purely ‘economically fo-
cused’, spend analysis.

Clearly sustainability issues are a
strong motivating factor to change
purchasing behaviour, hence link-
ing financial spend analysis with
green analysis speeds up and un-
blocks process change. Thus, given
the large potential savings identified
by state-of-art spend analysis, com-
pared with the relatively small incre-
mental cost (per product) of carbon
off-setting, consideration of green is-
sues may result in substantial eco-
nomic benefit to the organisation. At
the societal level, a strong green na-
tional policy agenda may realise sig-
nificant benefit for both the environ-
ment and the economy.

Richard Barraclough1 Victor M.
Becerra2 Mark Bishop3 Matthew
Brown1 Sebastian Danicic3 Ronald
Duncan1 John Howroyd3 Richard
Mitchell2 Slawomir Nasuto2 Paul
Roberts1 Virginie Ruiz2

1. @UKplc, Aldermaston, Reading,
UK.
2. School of Systems Engineering,
University of Reading, Reading, UK.
3. Dept. Computing, Goldsmiths
College, London, UK.
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Quo Vadis, AI?
In a recent article entitled “Artifi-
cial Intelligence and Cognitive Sys-
tems", Pat Langley summarises the
history of AI by pointing out that its
original goal, the simulation of the
mind, has been largely shelved over
the past decades [1]. I would like to
take this further by firstly, focusing
on the essential difference between
what was and was not pursued, sec-
ondly, describing what that differ-
ence entails, and thirdly, by raising
a few questions which would suggest
themselves once a mind model is in
operation. My own background is in
mind research and the development
of computer programs that simulate
cognitive dynamics [2]. What follows
has been written from that perspec-
tive.

Current mainstream
Looking over the past ten years of
the Quarterly and considering pre-
sentations of models that incorpo-
rated some form of cognitive simu-
lation, there were 71 that were based
on a formalism designed by its cre-
ators (a top-down approach), but
only 11 which allowed rule sets to
emerge from within, or were at least
suggested (a bottom-up approach)
[3]. A random example of the former
would be Jamnik’s “Informal human
mathematical reasoning” [4], one of
the latter is Stillwaggon’s “How does
a-life inform the mind-body prob-

lem?” [5]. Overall a ratio of over 6:1—
no wonder Langley misses the “real”
AI!

Top-down vs bottom-up
There are a number of essential as-
pects that speak against a top-down
approach. The idea that the sys-
tem of mind—and hence any sim-
ulation thereof—should be based
on a series of preconfigured al-
gorithms becomes questionable as
soon as the sheer variance in cog-
nitive structures observed in history
and the presence is taken into ac-
count. There may be frameworks
that allow one to identify a certain
religion, or philosophy, or an overall
paradigm such as predicate logic or
a programming language, but they
have been developed a posteriori,
and they all are a product of the
same old neurons and transmitters
and dendrites we have been stuck
with for all those millennia. Clearly,
if there is an identifiable system, its
functional granularity must be of the
highest order.

Furthermore, during the process-
ing of data, any rule set that can be
identified from then onwards must
have emerged from within, other-
wise we would need to postulate
some decision-making agent that is
responsible for that specific config-
uration. But this is impossible be-
cause the process is still underway—
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the eventual idea and/or concept
has not been developed yet. There-
fore not only does the brain possess a
high degree of granularity, the func-
tional granularity of the mind (the
system sitting atop the physicality of
the brain) has to be of a similarly
high degree.

Another aspect concerns the
specificity of situatedness. Quite
apart from the diversity of cultures
in the past and present, the expo-
sure to a particular environment
spurns the mind to adopt appropri-
ate thought structures in order to
process the data pertinent to that
environment. So much so that in
the absence of social influences per
se there is hardly any process which
allows us to identify the owner
as typically ‘human’, as research
into abandoned children has so
abundantly demonstrated [6].

While basic behaviour forms are
taken care of (to be expected, given
that we are all mammals), the even-
tual maturing of the mind makes
it relatable to a very particular en-
vironment where any common de-
nominators suggested by construed
algorithms cannot be found. Just
consider the mindset of a medieval
knight, a KGB agent, and a Buddhist
monk.

Keedwell comes close regarding
the question of bottom-up emer-
gence when comparing DNA with
computer code [7]. He argues the
code in the computer is not known

until it is executed, just as the DNA
is not known until the organism is
formed. However, while the code
in a software may not be explicitly
“known”, there is nevertheless a di-
rect relationship between its state-
ments and what the program does
at any given time. The information
stored in DNA on the other hand is
sufficiently compressed for such an
explicit link to be impossible.

Onwards from chaos
A system that exhibits definitive pat-
terns but allows variance, that it-
erates through essential processes
but has the potential to become as
complex as its resources allow, is a
chaotic one. A simulation that pro-
cesses data such that every node
is performing under the above aus-
pices and therefore permits relation-
ships with others to be formed that
eventuate in clustering (or the de-
struction of clusters for that matter),
and in which the thus created affin-
ity relationships become representa-
tive of input, exhibits cognitive dy-
namics such as memory, learning,
and seemingly wilful behaviour (I
say “seemingly” because space does
not allow to enter the age-old argu-
ment of free will, especially in the
current context).

The phenomenon of latency can
also be observed, which relates to
the storage of implicit information
mentioned above in the case of DNA.
For example, input A prompts a node

No 135, October 2012 16



cluster to produce some output, A1.
Some input B produces another out-
put, B1. Some particular input C
lets A1 re-emerge, although without
input A input C does not produce
A1. In terms of incoming data trig-
gering responses that relate to previ-
ous content the results are similar to
those obtained from investigations
into human memory (e.g., Kokinov
[8]). In any case, the node clusters
responsible demonstrate a latency
with respect to previously imported
data, although there is no one-to-
one relationship between the nodes’
states and the content–the states are
merely representative of the content.

Such a scenario leads to further
questions. If representative content
can be “packed” into neurons and/or
nodes, what is the upper limit for
any given volume, and does it de-
pend on the degree of affinity be-
tween types of content? What about
intersections, in other words nodes
that are shared between two or more
clusters? Conceptually one could
compare them with abstractions, the
principles shared between ideas. By
what increments does intelligence
grow when increasing the number of
nodes and their connectivity?

As the last item alone demon-
strates, the parallelism between the
biological and the artificial system
leads into challenging regions. The
relative complexity of neuronal sys-
tems in several species as pointed
out by Elston [9] confirms the tests

on the computer models where a
greater number of nodes and a
higher degree of connectivity among
the nodes generates better outcomes
in terms of learning and adaptation
[10].

On a much larger scale the useful-
ness of the model could be shown
when the expected outcomes in the
Iraq war were questioned based on
an analysis of that demographic’s
cognitive dynamics, done in 2003,
and later confirmed in two reports,
published in 2006 and 2007 respec-
tively [11].

While the results from main-
stream AI have certainly been
worthwhile, its original goal should
not be quietly forgotten. There
are benefits to be had that go way
beyond the purely scientific realm.
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Book review: Why Red Doesn’t Sound
Like a Bell
Kevin O’Regan presents a sensori-
motor account of consciousness in
a largely successful attempt to facil-
itate a discussion of a subject resis-
tant to scientific analysis [1].

The theory concerns “raw feel”,
i.e., what is left of an experience after
all measurable effects have been ac-
counted for, or phenomenal experi-
ence. Three main applications of the
theory are discussed: How raw feel is
related to action; why the raw feels of
different sensory modalities are dis-
tinct; and what is required for a be-
ing to consciously experience a raw
feel. The term “sensorimotor depen-
dency” refers to a relationship be-
tween a subject’s motor actions and
the resulting sensory stimuli from
the environment. Holding an ob-
ject, for example, has a feel related
to the changes in the perceived stim-
uli that would occur with exploratory
actions, rather than the stimuli that
pertain to a static grasp at a given in-
stance.

This approach has important im-
plications for the requirements of
sense organs. The eye, for example,
can be considered an imperfect op-
tical device due to features such as
retinal scotoma and the blind spot.
This critique is, however, only valid
if its function is to gather a high fi-
delity snapshot view of the environ-

ment. The sensorimotor approach
only concerns the changes in retinal
stimulation as the eye moves rela-
tive to the environment, and these
relationships remain in the presence
of the features previously identified.
There remains the question of how
imperfect, inconsistently sensitive
sense organs could produce a raw
feel that presents itself as continuous
and detailed. O’Regan declares this
effect as tantamount to an illusion,
features of raw feel can only be ob-
served through active interrogation
which necessarily presents them in
detail. It is the convenience with
which we can interrogate our whole
visual field that produces the im-
pression of continuous high fidelity.
In the way that a fridge light is com-
monly only observed as being on,
raw feel can only be consciously ex-
perienced in detail.

As the motor actions involved in
interrogating visual signals are dis-
tinct from those involved in inter-
rogating auditory signals, the differ-
ences between the sensorimotor de-
pendencies affect their distinct feel-
ing, that is, why the raw feel of the
colour red is not like the raw feel of
the sound of a bell.

By separating feel from stimula-
tion at an instant and associating it
with a continuum of potential inter-
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actions, the sensorimotor account
provides explanations for the local-
isation of stimulus, environmental
awareness without invoking a de-
tailed internal representation, and
how conscious experience presents
itself as continuous.

Scientific accounts that describe
consciousness as arising from activ-
ity amongst neural representations
suffer from an explanatory gap: How
can any neural structure generate
raw feel? Why would it produce
one type of feel rather than another?
This question does not apply to the
sensorimotor account as feel is not
generated anywhere, it is simply “an
abstract quality of our interaction
with the environment” ([1], p. 182).
O’Regan clarifies that they are not
denying the necessity of the brain or
the existence of representations, in-
deed neural encodings are required
to store sensorimotor contingencies
as learned, but simply that raw feel
is not the product of the activation of
an internal picture.

Though abstract, the quality of
an experience that defines its feel
can be characterised by a few terms,
namely (partial) insubordinateness,
richness, grabbiness and bodiliness.
Respectively, they are the levels at
which stimuli may change without
a subject’s acting, interrogating the
experience presents detailed infor-
mation, experiences grab our atten-
tion, and are subject to change as the
body moves.

Feelings that rate highly on bod-
iliness and grabbiness are easier to
describe as real sensations, while en-
vironmental sensory experiences are
describable as also having high (par-
tial) insubordinateness and rich-
ness.

A seemingly obvious counterex-
ample is that of non-environmental
experiences that require no motor
actions such as remembering, imag-
ining and dreaming. O’Regan ad-
dresses these phenomena specifi-
cally, explaining that purely intro-
spective experiences have distinctly
different profiles when considered in
the given sensory terms, for example
there is no insubordinateness in a re-
called situation, entirely of your cre-
ation. This point is paramount as it
demonstrates that O’Regan’s theory
can not only admit purely mental ex-
periences but also explain the differ-
ences in their experiential qualities.

To be able to experience raw feel,
it is described as necessary and suf-
ficient for a being to have the follow-
ing cognitive capacities. First, the
capacity to be poised to make use of
a set of sensorimotor contingencies.
Second, the capacity to be poised to
make use of the fact that they are
poised to make use of a set of sen-
sorimotor contingencies. Third, the
being requires a notion of self.

In the case of a being with the pre-
viously described cognitive capabil-
ities one final requirement remains
for the quality of an interaction to be
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consciously experienced, that is the
being must also be consciously at-
tending to that quality.

This stance has two important im-
plications for what is not present
in raw feel; without conscious at-
tendance raw feels are not felt, and
without a notional sense of self ex-
perience cannot arise at all. Babies
and animals, therefore only experi-
ence pain if they are considered to
have developed a specific cognitive
capability. This is a potentially con-
troversial result, but it is not dam-
aging to the theory in the way an
inconsistency would be, and there
is certain credit in the theory mak-
ing clear, if controversial, predictions
even when applied to fringe cases.
O’Regan clarifies that stimuli can be
processed and may affect future be-
haviour without being consciously
attended to, though they will not
be present in conscious experience.
This is another potentially contro-
versial result as raw feels that are not
felt are present in any interaction in
an environment, applying equally to
animal, vegetable and mineral.

Though it may be impossible
to empirically prove any account
of conscious experience, O’Regan
demonstrates the advantages of
adopting the sensorimotor account.
It may seem a radical departure from
classical accounts of consciousness
but it is not incompatible with
the majority of the literature, and
provides clear explanations for the

observations therein.
The text falls short of an set of im-

perative instructions for building a
robot that is conscious and feels, but
O’Regan explicitly states that he sees
no logical reason why it cannot hap-
pen.

Ultimately, the sensorimotor ac-
count of consciousness is a sig-
nificant theory in the philosophi-
cal reshuffle pervading contempo-
rary Cognitive Science. This makes
this concise, accessible text broadly
relevant and potentially very influ-
ential to this audience.
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Event: Foundations of Enactive
Cognitive Science, Feb 26–27th, 2012
This workshop was organised by Eti-
enne Roesch, Slawomir Nasuto and
J. Mark Bishop, and sponsored by the
Centre for Integrative Neuroscience
and Neurodynamics and the School
of Systems Engineering (Univ. Read-
ing), with the support of the EPSRC,
SAISB, the AVANT journal.

The meeting provided a truly in-
terdisciplinary forum that focused
on the challenges and future direc-
tions of research for cognitive sci-
ence. Keynotes from Mark Bickhard,
Fred Cummins, Tom Fröse, Thomas
Fuchs and Kevin O’Regan, together
with the diverse contributions from
the oral presentations and posters,
successfully illustrated how knowl-
edge from the domains of philoso-
phy, theoretical biology, linguistics,
robotics, neuroscience and patholo-
gies are making a significant contri-
bution to the paradigm shift within
cognitive science—from the conven-
tional to enactive approaches to in-
teraction. The meeting revisited
Maturana and Varela’s biological sys-
tems framework that places cogni-
tion as knowledge, and knowledge
as action at the centre of how or-
ganisms bring forth their interaction
with world. Such approaches re-
considers the dependence on rep-
resentation for cognitive processes.
These include embodiments in AI

platforms and applications in ap-
plied research arenas such as, de-
velopmental psychology, psychiatry
and the potential for related thera-
pies.

Discussions emphasised that the
theoretical foundations of such dis-
ciplines need to revisited, together
with consequences for conventional
computational models. Further, it
became apparent that the field can
no longer justify fragmented ap-
proaches that ignore the embodied,
extended and enactive nature of the
interaction of organisms with their
environments. What the meeting
exemplify was a viable community
of researchers that has the capac-
ity to not only to contribute to the
paradigm shift but also to embrace
and nurture a vision for the future of
enactive cognitive science.

Marilyn Panayi, PhD Candidate
School of Health Sciences, City Uni-
versity, London, and Ensomatica,
London, UK
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Event: Intuition and Ingenuity – Alan
Turing Centenary Exhibition
The AISB/IACAP World Congress in
2012 played host to a stunning tour-
ing art exhibition organised by the
Alan Turing Centenary Arts and Cul-
ture Subcommittee. The show aimed
to celebrate Turing’s life and work
by looking at its impact on the art
world. The exhibition was an of-
ficial Turing Centenary project cu-
rated by Anna Dumitriu, Sue Gol-
lifer and Nick Lambert. Arts Council
England, The Computer Arts Society
and The University of Hertfordshire
kindly supported the exhibition.

This exhibition, which took its
name from Turing’s own writing on
the subject of mathematical reason-
ing, brought together a number of
important artists from digital art pi-
oneers to emerging contemporaries
to investigate Turing’s enduring in-
fluence on art and contemporary
culture.

A centrepiece of the show was a
‘face stealing’ robot created by artists
Anna Dumitriu and Alex May in col-
laboration with Dr Michael Walters
and Professor Kerstin Dautenhahn
from the University of Hertfordshire.
The piece uses a Microsoft Kinect
sensor to take features from exhi-
bition visitors’ faces and combine
them with features from (up to 16
of) their companions’ faces based on
their proximity to the robot. As one

approaches, it welcomes you, turns
to you, waves its arms and begins
to morph. The robot then speaks
phrases such as “I like your face” or
“I love you”. The artwork intention-
ally plays with that feeling of dis-
comfort, well known in robotics as
“the uncanny valley” (Mori, 1970),
where users feel a sense of repul-
sion as robots become very human-
like (in this case very like themselves
and their companions) but stopping
short of being wholly human. The
depth camera in the Kinect can be
used to measure this effect in oper-
ation by recording how visitors ap-
proach the robot and produced huge
amounts of data that were used in a
scientific study by the University of
Hertfordshire (presented at TAROS
2012). “My Robot Companion” was
given an AISB Public Understanding
of AI Award in 2011 and has attracted
over 60000 visitors to exhibitions at
many venues including The Science
Gallery in Dublin, The Science Mu-
seum in London, Kinetica London
and Lighthouse Gallery in Brighton.

The exhibition also included
works by such digital pioneers
as Roman Verostko, now 83, who
has been creating algorithmic art
since the 1950s; Professor Ernest
Edmonds, who spoke about how
Turing had inspired him as part of
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the AISB/IACAP World Congress;
Professor Paul Brown, who created
a new cellular automata-based
‘kinetic painting’ for the show called
“Dragon”; boredomresearch, whose
evolving artwork “Fragments of
Lost Flight” used Turing Machines
in its creation; Martin A Smith’s
newly commissioned soundwork;
historical works by William Latham
including one created during his
pioneering residency at IBM in the
late ’80s; a reworking of Professor
Greg Garvey’s famous “Automatic
Confession Machine: A Catholic
Turing Test”; and a genuine “Smoke
and Mirrors Machine” by Alex
May in collaboration with Pro-
fessor Bruce Christianson from
University of Hertfordshire. For
more information on the show
and other touring venues see
www.turingcentenaryarts.eu

References
1. Mori, M. (1970). Bukimi no tani – The
uncanny valley. (K. F. MacDorman & T. Mi-
nato, Trans.). Energy, 7(4), 33–35. (Originally
in Japanese)

Anna Dumitriu, Artist and Curator
Co-chair of the Turing Centenary
Arts and Culture Subcommitee; Vis-
iting Research Fellow and Artist in
Residence, Department of Computer
Science at The University of Hert-
fordshire; Artist in Residence on
The Modernising Medical Microbi-
ology Project based at The Univer-
sity of Oxford; Visiting Research Fel-
low and Artist in Residence, Cen-
tre for Computational Neuroscience
and Robotics at The University of
Sussex.

No 135, October 2012 24



Event: First AISB Members’ Workshop
– Sensorimotor Theory
The first AISB Members’ workshop
was held at Goldsmiths, University
of London on the 26th September,
co-organised by Mark Bishop and
Andrew Martin. Addressing Senso-
rimotor Theory and described as “A
day of discussion on the Sensori-
motor account of Perception, Con-
sciousness and Robotics, its devel-
opment and contemporary state”,
and with over 60 delegates attending
the event attracted interest across a
wide range of disciplines.

Two themes emerged from the
presentations, they were: the re-
sults of adopting a sensorimotor ap-
proach in various ongoing research
projects and the comparisons of the
philosophical profile of sensorimo-
tor theory with that of (relatively tra-
ditional) cognitivist and (relatively
dynamic) enactive theories.

J. Kevin O’Regan gave the inaugu-
ral keynote presentation, describing
the latest developments in sensori-
motor theory since his seminal 2001
paper “A sensorimotor account of vi-
sion and visual consciousness” co-
authored with Alva Noë. O’Regan’s
focussed on an account of “raw
feel” which provides an account of
how the phenomenological profile of
conscious experiences differ and the
means for their scientific investiga-
tion. In extending the theory to the

necessary and sufficient criteria for
conscious experience, O’Regan in-
cludes concepts of cognitive access
to one’s activity and a notion of self.
As presented by O’Regan, contem-
porary robotics projects can be de-
scribed as having the necessary cog-
nitive access resulting in lively dis-
cussion on the possibility of com-
putational consciousness. Similarly,
the requirement for a notion of self
as described in O’Regan’s (funda-
mentally Dennettian) terms which
implied that (for example) babies did
not consciously experience pain, pro-
voked further discussion amongst
the attendees.

The keynote presentation for the
afternoon session, given by Daniel
Hutto praised the move away from
cognitivism evident in sensorimotor
theory but identified philosophical
criticisms that would apply until the
theory cut all ties with its classical
roots. The implications of the argu-
ment being that, in its current form
sensorimotor theory will prove valu-
able in many applications, but in re-
forming relatively auxiliary aspects
of the theory it could prove to have
general explanatory power and ap-
plicability to consciousness.

Outside of the keynote presenta-
tions were energetic sessions of pre-
sentations describing projects ap-
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plying a sensorimotor approach. In-
teresting parallels were drawn be-
tween sensorimotor perception and
the technique from the field of
robotics known as active sensing; by
mimicking the morphology and ac-
tion of whiskered animals Sheffield
University’s Active Touch Laboratory
demonstrated a novel and success-
ful technique for robotic perception.
Chrystopher Nehaniv demonstrated
the cutting edge of enactive robotics
which showed how interactions be-
tween humans and socialised robots
can result in emergent behaviours in
both participants.

There was a general acceptance
of the fundamental tenet that per-
ception is grounded in embodied in-
teraction in an environment. Of
the criticisms, they only addressed
sensorimotor accounts of the con-
stituents of conscious experience,
and were always accompanied by al-
ternative formations of the theory
that allowed these criticisms to be
avoided. Ultimately the workshop
showed there was a lot of interest
in sensorimotor approaches to vari-
ous aspects of cognition and a wide
range of active research benefitting
from the approach.

Andrew Martin PhD Candidate
Department of Computing Gold-
smiths College, University of London
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CfP: Hyper-Heuristics, Past, Present
and Future
Important Dates

• Abstract Subm.: 14 Nov 2012

• Notifications: 16 Nov 2012

• Registration: 21 Nov 2012

• Workshop: 13 Dec 2012

About the Workshop
The workshop aims to provide a
forum for discussing all aspects
of hyper-heuristic research from
philosophical and conceptual foun-
dations through to new approaches
and applications of methods from
the field. In addition to presenta-
tions on traditional hyper-heuristic
methodologies, presentations are
particularly invited which focus in
new hyper-heuristic paradigms and
classes of optimisation problems,
such as Multi-method hyper-
heuristics and approaches to
solving multi-objective optimisa-
tion problems. Please note, a new
Hyper-heuristic symposium will be
launched at the AISB’s 2013 annual
convention.

Date & Venue
The hyper-heuristic workshop will
be held at the University of Ex-
eter, Streatham Campus, Devon on
Thursday 13th December 2012. The
event will take place between 10am
and 4pm. Details of the workshop lo-
cation and a full timetable and list of

speakers will be publicised closer to
the event.

Registration
First come, first serve basis. At-
tendees should register for the
workshop by emailing work-
shops@aisb.org.uk with their full
name, affiliation, position, email ad-
dress and AISB membership number
(if applicable). Non-members are
required to pay a fee equal to the
annual AISB membership rate and
will be eligible for membership with
no additional fee and will be pro-
cessed as a membership application
unless explicitly requested. AISB
membership costs are available at
http://www.aisb.org.uk/about/join.

Submissions
500 to 2,000 words abstracts are
requested for speakers wishing to
present at the workshop. Ab-
stracts will be reviewed by the work-
shop organisers and assessed based
on quality and relevance to the
workshop. The presentation ti-
tle and abstract should be submit-
ted to the workshop organisers at
workshops@aisb.org.uk by Wednes-
day 14th November 2012. The work-
shop abstracts will be published on-
line through the AISB website and
the University of Exeter.
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Dear Father Hacker. . .
Dear Aloysius,
I was just about to start the final year
of my BSc in Artificial Intelligence
at the University of Poppleton, when
I got caught up in the latest immi-
gration scandal. Thanks to the UK
Border Agency, the University can no
longer authorise visas, so, as an over-
seas student, mine has been can-
celled. A month ago I was looking
forward to a first class degree and a
glittering career; now I’m facing de-
portation. What can I do?

Yours, Visaless

Dear Visaless,
In order to resume your studies, you
need to become a UK citizen as soon
as possible. The standard natural-
isation process is, regrettably, too
slow and haphazard for your pur-
poses. Fortunately, my Institute
has developed an alternative, faster
and totally assured process: SANC-
TUARY™ (Student’s Alternative Na-
tional Citizenship Technique Usurps
Agency’s Records for You). For a mod-
est consideration, SANCTUARY™

will ‘correct’ Government data so
that you will always have been a UK
citizen.

The Government secretly wel-
come SANCTUARY™. The re-
scinding of your University’s visa
authority is, of course, linked to
the Government’s drive to reduce
immigration. Every immigrant who

becomes a citizen thereby reduces
the number of immigrants in the
UK. SANCTUARY™ speeds up this
reduction process by several orders
of magnitude.

Yours, Aloysius

Dear Aloysius,
Thanks to your advice in your 5th
Agony Uncle column, we entered our
running robot, R. . . RUSH™ (Robot
Runner Undertakes Sprints and Hur-
dles) for the 100 metres race in
the 2012 London Paralympics. The
whole world now knows the out-
come. R. . . RUSH™ won his heat
with a new world record, but was
disqualified because his blades were
considered too long. Undeterred, we
are now planning to enter an im-
proved version, R. . . RUSH 2™, to
Rio.

Yours, Coach

Dear Coach,
We are always delighted to learn of
the successful application of Insti-
tute technology. Our PISS™ (Pass
Inspection via a Source of Solutions)
attachment enabled R. . . RUSH™

to enter the race, even if it was
subsequently disqualified on unre-
lated grounds. We had several other
very satisfied customers in both the
Olympics and Paralympics, although
customer confidentiality prevents
me from revealing the full details.
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For Rio we are developing a range
of new technologies, including our
intelligent running blades, SPUR™

(Sporting Projection Uses Restyling).
Their length will dynamically but
imperceptibly vary from a short
form in order to pass the pre- and
post-race inspections to a longer
form to ensure victory in the race
itself.

Yours, Aloysius

Dear Aloysius,
My opponent in this November’s
presidential contest has failed to im-
plement the changes he promised
and has presided over an unpop-
ular war and a failed economy. I
ought to be streets ahead of him in
the polls, but instead we’re neck and
neck. Could this be due to his mas-
sive support from social media? Can
you help me organise a comparable
army of cyber-world friends and fol-
lowers?

Yours, Friendless

Dear Friendless,
You are right that social media sup-
port is a vital ingredient in any suc-
cessful 21st century, political cam-
paign. I’m delighted to report that
the Institute has the ideal product to
help you. ACOLYTES™ (Automated
Chatbots Organise to Laud Your Tal-
ents and Ensure Success) orchestrates
a huge multi-agent army, on Face-
book, Twitter and other social me-
dia sites, to sing your praises. The

achievements of ACOLYTES™ have
been demonstrated in a series of re-
cent amazing political triumphs.

Yours, Aloysius

Fr. Aloysius Hacker
Cognitive Divinity Programme
Institute of Applied Epistemology

Agony Uncle Aloysius, will answer
your most intimate AI questions or
hear your most embarrassing con-
fessions. Please address your ques-
tions to fr.hacker@yahoo.co.uk.
Note that we are unable to engage
in email correspondence and reserve
the right to select those questions to
which we will respond. All corre-
spondence will be anonymised be-
fore publication.
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