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Integration of neural networks with 
production rules
An important insight into the simulation of behavior is 
that certain behaviors tend to be more dependent on 
lower levels of cognition than others. For example, to 
correctly simulate pop-out effects in visual search, it 
is important to understand how neurons are organized 
in the visual pathway.[1] To understand how people 
perform reasoning and decision-making tasks, it is 
important to provide formal models of the reasoning 
strategies that are being deployed.[2]

Obviously, most behavior that people exert 
comprises combinations of low-level psychophysical 
phenomena and high-level strategies. For example, 
performing a visual search task does not only re-
quire identification of the target stimulus, but also 
the perception of the to-be-searched information, 
storage in memory of that information, matching 
that information to the target stimulus, and motor 
actions that are necessary to provide a response – 
for instance, a button press.

A recent computational model of full-task behavior 
has been developed that takes the integration of 
multiple levels of behavior to a new level. Retrieval 
by Accumulating Evidence in an Architecture (RACE/A)
[3,4] integrates memory models [5] that originate 
in the neural network literature with the cognitive 
architecture ACT-R.[6] ACT-R is essentially a production 
rule system that excels at explaining and simulating 
complete tasks at a rather high level of abstraction. 
By contrast, the theory on memory models that was 

integrated in the cognitive architecture is a detailed 
theory that is capable of predicting firing rates at the 
level of individual neurons.[7] The new integrated 
model will be able to simulate what certain neural 
behaviors mean on the level of task execution, and 
vice versa what taking a different task strategy 
means on the low level of neurons.

At the recent International Conference on Cognitive 
Modeling, held in Manchester, UK, we presented an 
example of a RACE/A model. The model described 
how Stroop interference effects (Figure 1) originate 
from the interaction of multiple sequential memory 
processes. While it was already known that the 
size of the interference depended on the particular 
order in which the trials were presented, this work 
also demonstrated that the amount of interference 
in each sequential memory process depends on the 
sequence of trials.

In the experiment that was presented (and the 
RACE/A simulation), participants were requested to 
perform two tasks at the same time. In one task, 
participants were to indicate from a tone whether it 
was high- or low-pitched. In the other task, participants 
were asked to name pictures (picture-word interfer-
ence task, see Figure 1 for an example picture). An 
important instruction was that although the stimuli 
(tone and picture) appeared at almost the same 
time, the participants were required to first respond 
to the tone, and then to the picture. The instruction 

Elephant Giraffe

(a) (b)
Figure 1. Example stimuli used in the picture-word interference experiments. The typical Stroop interference 
occurs when participants are asked to indicate in which color a word is printed, while the word also spells a 
color word (e.g., the word “red” in green ink). The interference is present as a slower response and more mis-
takes. The picture-word stimuli used in these experiments are thought to represent the same phenomenon.
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Integration (cont.)

on response order creates a delay in the processing 
of the picture-word interference task if the stimuli 
are presented really close together (Figure 2a). This 
delay is interesting, because it enables us to study 
in which stage of a task a particular interference 
effect is manifested.

As it turns out, interference effects are manifested 
in different stages, depending on the previous trial. 
The RACE/A model provides an explanation of why 
this is the case. The trials following a hard trial (with 
a stimulus similar to Figure 1b) are characterized by 
more focussed attention towards the picture (High 
Control).[8] The trials following an easy trial (Figure 
1a) are characterized by less focussed attention (Low 
Control). Because less attention is directed at the 
picture (and more at the word), Low Control trials 
initially involve a tough memory retrieval. However, 
a second memory retrieval may be necessary to 
complete the task. For instance, participants (and 
the model) might retrieve information that relates 
to the motor program necessary to pronounce the 
name of the picture. The difficult initial retrieval 
causes the model to return to an equilibrium state 
relatively slowly, which gives the second memory 
retrieval a head start, relative to the High Control 
trials. In these trials, the initial fast retrieval results 
in a faster return to equilibrium (for more detail on 
the experiment or the model, see ref 3).

This example demonstrates that not only are the 
particular dynamics of memory of importance, but 
also the manner in which these are incorporated in 
the execution of a task, even in the execution of 
multiple (similar) tasks in succession. The RACE/A 
integrated theory of memory retrieval helps to un-
derstand these kinds of phenomena.
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Figure 2. a) Schematic representation of how inclusion of one task can create a delay in process-
ing the other. Also indicated are the different stages in which interference effects may occur. (b) 
Schematic representation of how a fast initial retrieval may lead to a slow secondary retrieval.
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Artificial Intelligence and the Frontiers of 
Genetics Research
The field of biology is in the midst of a 
well-documented data explosion.  Ad-
vances in testing and measurement 
technologies, along with increases in 
computing power and storage now al-
low biologists to record not only static 
DNA profiles of organisms (the ge-
nome),  but the massively complex 
sets of gene regulations that occur 
in cells known as the interactome.
 The use of technology to sequence 
genomes from large populations of or-
ganisms allows the discovery of subtle 
differences in DNA that can provide 
valuable insight into the propensity for 
diseases such as type II diabetes [1] 
and common traits such as height [2] 
and the neuronal influence on obesity 
[3].  There is great potential for these 
genome-wide association studies to give 
us a better understanding of some of the 
most pressing human diseases and pro-
vide some genetic explanation for the 
infinite variation we see in human be-
ings. As a result there is great interest 
in these genome-wide association stud-
ies (GWAS) and their ability to identify 
risk factors for disease and traits in the 
research literature and the media [4].
 Gene expression data differs from 
sequence data in that it measures the 
level of expression of genes, effectively 
providing us with a snapshot of gene 
activity at a particular timepoint.   Se-
quencing technology provides us with 
a static view of the genome and gene 
expression data with a dynamic one.  
Perhaps the best analogy is that of a 
complicated computer program.  The 
set of instructions for the program (e.g. 
the code or DNA) can be known in ad-
vance, but it is only once the program is 
run and those instructions interact that 
the true nature of the program known 
and the debugging really begins.  The 
levels of gene expression and their 
variation over time provides us with a 
host of information on the likely func-
tion of genes and their associations 
with cellular processes and, therefore 
potentially, disease.  The discovery 
of networks of interactions between 
genes, known as gene regulatory net-
works, is a highly active research area 
and efforts to characterise the interac-
tions between genes and other biologi-
cal systems are currently being under-
taken, but still have a long way to go.
 Artificial intelligence techniques 
are making a real impact in this area 

where their abilities to mine large vol-
umes of data in a reasonable times-
cale and provide hypotheses for fur-
ther targeted biological research in the 
lab are invaluable.   The techniques 
taken from machine learning and op-
timisation algorithms extend the ca-
pability of standard statistical testing 
and are able to mine the much larger 
spaces of the interactome.    The fol-
lowing sections discuss the application 
of artificial intelligence techniques in 
two key areas: genome-wide associa-
tion studies and gene expression data.
 The first genome-wide association 
studies were published around four 
years ago, making them a very recent 
field of research, although the number 
of studies has exploded since then.  Ma-
jor studies which record data for thou-
sands of individuals such as the Well-
come Trust Case Control Consortium  
and 1000 genomes  projects now allow 
researchers easy access to large vol-
umes of GWAS data.   These studies in-
vestigate the effect of mutations in DNA 
across a population of organisms known 
as single nucleotide polymorphisms 
(SNPs).  These small changes can occur 
within a gene, in non-coding regions of 
a gene or in intergenic regions.  Typi-
cally, there are 400,000 to 1,000,000 of 
these for humans and so it is possible to 
exhaustively evaluate each single SNP 
and its association with a disease or 
trait using modern machines, providing 
a ranked list of SNPs and the statisti-
cal significance of their association with 
the disease or trait.  However, to date, 
these single-SNP studies have only been 
able to account for approximately 5% 
of the heritability of such traits and 
diseases, where it is known that much 
more is inherited.  One potential source 
of this missing heritability is in gene-
gene interactions, where pairs, triplets 
or higher numbers of genes interact to 
create a phenotype.  Inevitably, this 
creates a combinatorial problem that 
increases the search space of possible 
interactions to intractable proportions. 
 It is at this point that intelligent 
search and optimisation algorithms are 
required to search these much larger 
spaces.  A number of approaches have 
been trialled including random forests 
[5] and genetic algorithms [6] (see 
[7] for a more comprehensive review).  
However, one of the most  popular ap-
proaches is the use of ant colony opti-

misation.   This search technique, based 
on the foraging behaviour of insects, 
has been shown to discover known 
single associations [8] and potential 
gene-gene associations [8, 9] from re-
al-world datasets.  The ants search by 
finding a path through the set of pos-
sible SNPs and locating those combi-
nations that are most associated with 
the trait or disease (e.g. type II dia-
betes).  Each successive population of 
ants uses the pheromone trail of those 
that have gone before it, to make deci-
sions about path choices and the algo-
rithm converges on a set of important 
SNPs.  The search for SNP combinations 
is atypical of many search problems in 
that the algorithm must select a small 
number of SNPs (typically less than 5) 
from a database consisting of tens or 
hundreds of thousands.  This problem 
difficulty, and the relative recent avail-
ability of GWAS data, means that this 
field is still in its infancy although it 
would appear to have a bright future.
 The analysis of gene expression data 
using intelligent search and optimisation 
techniques is a more mature field, dat-
ing back to around the year 2000.  This 
data can also be used to diagnose can-
cers and other genetic diseases through 
the use of optimisation techniques.  The 
data created from microarrays will give 
expression levels of genes for an organ-
ism at a particular timepoint.  When this 
is repeated for a population of diseased 
individuals and controls, a static dataset 
is created and the task is to interrogate 
that set and determine those genes that 
differentiate diseased individuals and 
controls.  As with the SNP data, multiple 
genes in combination will be required 
to classify the individuals correctly (al-
though higher order combinations are 
more commonplace here), rendering 
exhaustive search intractable.   As a 
result of this complexity, many optimi-
sation algorithms have been applied to 
this task and some of the most popular 
include support vector machines [10], 
neural networks [11], evolutionary al-
gorithms [12,13] and hybrids of these 
to discover sets of genes related to 
cancers.  More recently, multi-objective 
approaches [14, 15] have been used to 
simultaneously minimise the number of 
genes discovered and maximise accu-
racy of the discovered solutions.    At-
tempts such as these to reduce the com-
plexity of the discovered models whilst 
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maintaining accuracy are important to 
deliver results to expert biologists that 
can be easily investigated in the lab.
 An additional use of gene expres-
sion data is to sample the same organ-
ism through time and therefore create 
a temporal record of gene expression.   
This data can then be used to deter-
mine genes of similar function, which 
will vary in similar patterns over time 
and can be clustered together using self 
organising maps [16] and other clus-
tering techniques.  If the data is suf-
ficiently detailed, then putative gene 
regulatory networks can be discovered 
that describe the possible regulatory 
connections between genes.  Mod-
els for these regulatory networks in-
clude Boolean and differential equa-
tion models and discovery can take 
place using the search and optimisation 
techniques previously described [17].
 With the sequencing of the human 
genome and the advent of these im-
pressive high throughput technologies, 
this is a very exciting time for bioinfor-
matics that opens up many opportuni-
ties for artificial intelligence techniques.  
As shown in the examples here, often 
the complexity involved with searching 
these large databases is such that intel-
ligent methods are required. The intro-
duction of expert biological knowledge 
can help to reduce that complexity, 
but of course this can constrain inno-
vation from the algorithms and reduce 
the likelihood of entirely novel discov-
eries. The union of AI and bioinformat-
ics provides biologists with a greater 
number of tools to better understand 
disease and provides strong motivation 
to AI researchers to improve their tech-
niques and make significant discoveries.
 When the human genome was first 
sequenced, it was said that it was the 
first step to reading the book of life; 
all the letters in the book were known 
and the next step was to separate them 
into words.  Some years after this, we 
are now some way along the road of 
separating the letters into words and 
understanding their meaning, but the 
challenge in the near future will be to 
determine how each word interacts with 
others in the book to create the whole 
story.  I hope and believe that AI tech-
niques will have a significant role to 
play in this incredible human endeavour.
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Vol 2 (3): 231-243, IEEE Computer Society
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Simulating Human Multitasking with a 
Cognitive Architecture 

associated computational mechanisms 
help us to better understand the intri-
cate workings of the mind with respect 
to people’s fascinating multitasking abil-
ities. Second, the computational theo-
ries allow us to make predictions through 
simulation -- e.g., a prediction of the 
distraction potential of a new in-vehicle 
device -- thus grounding the theory 
with the promise of guiding the design 
and development of applied systems.
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Multitasking -- doing several tasks at 
the same time -- is one of the most as-
tounding of all human abilities. In some 
situations, people multitask effortlessly: 
chatting with colleagues while eating 
lunch, or helping with a child’s home-
work while washing dishes. In other sit-
uations, people have an extremely diffi-
cult time performing two tasks: sending 
a text message while driving, or read-
ing a book while listening to someone 
else’s conversation. What makes multi-
tasking so easy, or so difficult, in these 
different situations? And can we simu-
late human multitasking with a com-
putational system, predicting whether 
multitasking will be easy or difficult for 
some particular combination of tasks?
 Over the past five years, we have 
been making strides toward this goal 
by studying and simulating multitask-
ing using a cognitive architecture (see 
Byrne [1]). A cognitive architecture is 
simultaneously a computational frame-
work and a working theory of human 
cognition. The architecture allows for 
specification of running models that 
simulate both cognition and the percep-
tual/motor actions that occur in service 
of cognition; the models often interact 
with either simulated or real task envi-
ronments, and thus their behaviors can 
be visualized and analyzed in much the 
same way as human behavior on the 
same tasks. At the same time, the ar-
chitecture strives to be a faithful repre-
sentation of cognition, and the models 
developed within the architecture are 
generally compared against empirical 
data collected from human behavior. 
 Cognitive architectures provide an 
ideal context in which to simulate hu-
man multitasking. We have developed a 
theory of multitasking, called threaded 
cognition, which is incorporated into 
the ACT-R cognitive architecture.[2] 
Threaded cognition (Salvucci & Taatgen, 
2011) states that all people have a core 
ability to interleave (“thread”) the exe-
cution of multiple tasks.[3] At the same 
time, core limitations in cognitive pro-
cessing result in interference in certain 
situations, and for certain combinations 
of tasks. Its instantiation in the ACT-R 
architecture means that a user can take 
models of two different tasks and im-
mediately simulate behavior for the two 
tasks being performed concurrently.
 As a simple example, consider a 

laboratory dual-task scenario: for one 
task, a person presses a key in re-
sponse to a visual stimulus; for an-
other, the person speaks in response 
to an auditory stimulus. It has been 
shown for variations on such dual tasks 
that, even when the modalities of the 
tasks do not overlap (visual/manual in 
the first, aural/vocal in the second), 
people are slower to respond to one of 
the tasks. Threaded cognition accounts 
for this interference because of ACT-R’s 
cognitive processor: in essence, a per-
son can only perform a small “thinking 
step” for one task at a time, producing 
a cognitive bottleneck that slows down 
the second task. Interestingly, the dual-
task interference can sometimes dis-
appear with enough training and when 
the two tasks are not prioritized. This 
result arises in the threaded cognition 
account from an ACT-R learning mecha-
nism that reduces each task’s memory 
load, which eventually interleaves the 
two (unprioritized) tasks in a way that 
neither task interferes with the other.
 The theory also extends to applied, 
complex, task domains. For instance, 
we have studied the effects of a driv-
er’s interaction with in-vehicle devices 
while driving (see Salvucci & Taatgen, 
2011). The interleaving of other tasks, 
especially visual tasks, not surprisingly 
can produce large effects in a driver’s 
ability to steer and/or respond to ex-
ternal events. Perhaps more surpris-
ingly, even purely cognitive tasks such 
as mentally rehearsing a list of num-
bers can produce observable effects on 
driver behavior. Again, the combina-
tion of ACT-R and threaded cognition 
helps to account for these phenomena.
 Threaded cognition is not restrict-
ed to concurrent multitasking, do-
ing multiple tasks at the same time; 
it can also be used to model sequen-
tial multitasking, in which tasks are 
alternated. More specifically, threaded 
cognition predicts that alternation be-
tween two tasks is much more effi-
cient if the resource demands (espe-
cially maintenance of context) of these 
tasks do not overlap, and that people 
will try to switch between tasks when 
the risk of losing context is minimal.
 The simulation of multitasking be-
havior by means of threaded cognition 
and ACT-R thus has two important im-
plications. First, these theories and their 
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Modeling Dynamics of Multimodal Cues for 
Spontaneous Agreement and Disagreement 
Recognition
Social Signal Processing (SSP), an 
emerging research domain, aims at 
bringing social intelligence to com-
puters. A social signal is defined as a 
communicative or informative signal 
that, either directly or indirectly, pro-
vides information about “social facts", 
namely social interactions (e.g. turn 
taking), social emotions (e.g. empa-
thy), social attitudes (e.g. agreement), 
or social relations (e.g. friendship). Al-
though the comprehension of all social 
signals is important for social intelli-
gence, social attitudes, which include 
cognitive states like interest, bore-
dom, agreement and disagreement, 
are particularly common in any inter-
action whether that is among humans 
or between humans and machines. A
machine that is able to detect such social 
signals could improve the experience of-
fered to the user and even attempt to 
elicit a desired attitude. The focus of my 
Ph.D. is on three important social atti-
tudes:  agreement, disagreement, and 
interest. The primary goal of the proj-
ect is to propose computational models 
that are able to capture the audiovisual 
dynamics that characterise the expres-
sions of these three social attitudes and 
to detect them in a continuous audiovi-
sual stream of spontaneous behaviour. 
 Agreements and disagreements 
occur daily in human-human interac-
tions, and are inevitable in a variety of 
everyday situations. These could be as 
simple as finding a location to dine and 
as complex as discussing about notori-
ously controversial topics, like politics 
or religion. They occur in dyads, group 
meetings, televised debates, and even 
when interacting with multimedia mate-
rial. In fact, one could argue that either 
agreement or disagreement occur al-
most always, as a verbal or nonverbal 
manifestation of them is bound to oc-
cur every time an opinion is expressed 
even in the simplest of conversations . 
Similarly, one's interest may be aroused 
for various reasons, such as a webpage 
with information one might be looking 
for, a painting one might find beauti-
ful, a conversation on a topic one feels 
passionate about. Agreement and dis-
agreement are frequently expressed 
verbally, but the nonverbal behavioural 
cues that occur during these expres-
sions play a crucial role in their inter-

pretation. That is naturally the case also 
for interest and other social attitudes.
 The main aim of my Ph.D. is investi-
gating whether it is possible to automat-
ically infer social attitudes, and more 
specifically interest, agreement and 
disagreement, from complex constella-
tions of nonverbal cues (facial expres-
sions, prosody, gestures, postures, etc.) 
detected through widely available sen-
sors, specifically microphones and mon-
ocular cameras. A secondary aim of my 
Ph.D. is to also explicitly describe what 
are the cues and dynamics that make 
each of the above attitudes unique. 
 The first step towards this aim was a 
survey of all nonverbal cues that could 
be relevant to agreement and disagree-
ment [1] and the use of these cues 
towards creating models that can rec-
ognize spontaneous episodes of agree-
ment and disagreement [2]. In [2], it 
was shown that (i) it is indeed possibly 
to recognize agreement and disagree-
ment by using only non-linguistic cues, 
(ii) the temporal dynamics of these 
cues are vital to the task, and (iii) Hid-
den Conditional Random Fields, a rela-
tively new computational model, is able 
to model these dynamics better and 
outperforms traditional machine learn-
ing techniques. Finally, a method to 
automatically analyze the Hidden Con-
ditional Random Fields was presented 
which made it possible to confirm the 
findings of social psychology regarding 
what cues are most prevalent during 
the expression of these two attitudes.
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Conference Report: IEEE World Congress on 
Computational Intelligence 2010
The 2010 IEEE World Congress on 
Computational Intelligence, bringing 
together the IEEE International Joint 
Congress on Neural Networks (IJCNN), 
IEEE Congress on Evolutionary Compu-
tation (CEC) and the IEEE International 
Conference on Fuzzy Systems (FUZZ), 
was held for the first time in Europe, 
in Barcelona, from 18th to 23rd July. 
 On the day before the main confer-
ence began a number of tutorials and 
workshops took place, including an 
interesting talk from Arthur Kordon, 
a member of the Computation Intelli-
gence (CI) group at Dow Chemical. He 
highlighted the differences between ac-
ademic and business research, listed a 
number of reasons why businesses are, 
or should be, interested in CI, particular-
ly in the area of competitive advantage, 
and described a couple of successful CI 
projects at Dow Chemical. He included 
a description of the application of ge-
netic programming to a real industrial 
problem; a mathematician took three 
months to determine the mathematical 
function to describe experimental re-
sults for a real industrial product, while 
the genetic program took ten (unsuper-
vised) hours to perform the same task. 
 The theme of industrial applica-
tions was carried through the con-
ference, where an aerospace stream 
described the application of evolution-
ary techniques to aircraft design and 
the design of spacecraft trajectories. 
 In “Efficient aerodynamic optimi-
zation of a very light jet aircraft using 
evolutionary algorithms and RANS flow 
models”, Emiliano Iuliano and Domenico 
Quagliarella described their work in de-
signing the configuration of a wing and 
engine nacelle for a small business jet, 
concentrating on the aerodynamic per-
formance in two specific operating con-
ditions. The multi-objective evolutionary 
process was subject to a large number 
of geometric constraints, such as wing 
area and fuel tank volume, and aerody-
namic constraints, such as lift and stall 
configurations. To reduce the cost of 
large numbers of long simulation runs, 
optimal wing section shapes were incor-
porated from past research. The proper-
ties of the evolved wing and engine de-
signs were tested using a C F D system.
 The process designed a natural 
laminar flow wing which was successful 
over a range of working conditions. The 
authors suggested that although the 

problem can be solved using standard 
evolutionary techniques, significant 
computational power is required, though 
it is well within the bounds acceptable 
for an industrial development process.
 The problem of wing design is po-
tentially within the huge number of de-
sign parameters and the many different 
operating points under which the wing 
must perform. A related but simpler 
single objective problem was described 
in “Double shock bump design optimi-
zation using hybridised evolutionary al-
gorithms”, by DongSeop Lee, Jacques 
Periaux, Jordi Pons-Prats, Gabriel Buge-
da and Eugenio Oñate. A double shock 
control bump is a lump on the trailing 
edge of the top and bottom surface of 
a wing whose aim is to control the ef-
fect of the transonic shock wave in or-
der to reduce drag, especially at the 
critical flight conditions where a double 
shock wave occurs. Each shock bump 
was defined by just three parameters: 
the length of the bump, the maximum 
height of the bump and the position of 
the maximum height within the bump.
 The evolutionary algorithms used 
were based on the Covariance Matrix 
Adaptation Evolutionary Strategy (CMA-
ES), a popular benchmark choice at the 
conference. The first method was based 
on HAPMOEA, using hierarchical multi-
population topology; the second re-
placed the hierarchical multi-population 
topology with Nash-Equilibrium. The 
research showed that the hybrid HAP-
MOEA-Nash- Equilibrium method was 
beneficial, both in terms of computation-
al cost and design quality. The designed 
bump on an existing aerofoil resulted 
in significantly reduced transonic drag.
 “Constrained global optimization 
of low-thrust interplanetary trajecto-
ries”, by Chit Hong Yam, David Di Lo-
renzo and Dario Izzo, described the ap-
plication of evolutionary computation 
techniques to the design of spacecraft 
trajectories from Earth orbit to the or-
bits of other planets in the solar sys-
tem. The simulated spacecraft utilised 
a nuclear electric propulsion system 
and the aim of the research was to
explore the trade-off between the 
starting mass of the spacecraft and 
the inter-orbit flight times. This rep-
resents an enormously complex non-
linear programming problem, with a 
high number of non-linear constraints. 
Each trajectory was described as a se-

ries of timed engine burns at defined 
start times and in specific directions.
 The authors applied the Sims-Fla-
nagan transcription method to produce 
the non-linear programming problem, 
and then two different methods (basin 
hopping and simulated annealing with 
adaptive neighbourhood, both hybri-
dised with a local search) to explore 
the solution space for global optimisa-
tion. The method made no use of ex-
pert knowledge and was initialised 
at randomly-generated trajectories. 
 One of the example trajectories de-
scribed in Yam’s presentation seemed 
highly unlikely. The trajectory took 
the spacecraft into an imaginative 
foray into the region of space beyond 
the target planet, from which it wend-
ed its way back to its destination. Al-
though seemingly implausible, manual 
evaluation of the result demonstrated 
that the solution was indeed possible.
 The authors are or have been mem-
bers of the Advanced Concepts Team 
at the European Space Agency. As 
part of World Space Week the team 
ran an open competition for trajec-
tory optimisation (see http://www.
thespacegame.org/) which attracted 
4,200 entrants, of whom 1,900 pro-
vided solutions. There is a link through 
the website for a new, permanent ex-
periment in trajectory optimisation 
to which solutions may be submitted.

Dr Jacqueline Christmas
Postgraduate research student
University of Exeter
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The AISB 2009 Convention took place 
on 6th – 9th April at the Edinburgh 
Conference Centre, located in the sug-
gestive venue of the Riccarton Cam-
pus of Heriot-Watt University in Ed-
inburgh. The theme of the convention 
was “Adaptive and Emergent Behaviour 
and Complex Systems” (chair: Dr. Nick 
Taylor). During the congress a number 
of parallel sessions took place, address-
ing very interesting and current topics 
in Artificial Intelligence (AI) and Ro-
botics, directed by eminent scholars in 
these fields. The multidisciplinary ap-
proach of the addressed topics made 
it possible to acquire a multifaceted 
knowledge of the “state of the art” de-
velopments in these areas, giving wider 
perspectives on current and future stud-
ies in both basic and applied research.
 A Symposium (http://homep-
ages.feis.herts.ac.uk/~comqkd/HRI-
AISB2009-Symposium.html/) was held 
in the same location on 8th and 9th 
April during the Science Festival (6-
18 April 2009; http://www.science-
festival.co.uk/). It focused on “New 
Frontiers in Human-Robot Interaction” 
(chair: Kerstin Dautenhahn, Univer-
sity of Hertfordshire). During the two 
days young and experienced research-
ers in AI and HRI field presented re-
sults and ongoing work from very dif-
ferent approaches and perspectives.
 Improvements and developments 
in computers and complex machineries 
quality raised questions about how peo-
ple can actually make good use of these 
technologies, as for example studies in 
usability, Human-Computer Interaction 
and Human-Machines Interaction point 
out. Development of robots has led to 
another field of application of this kind 
of knowledge, and now Human-Robot 
Interaction (HRI) is a growing research 
area with many contributions from dif-
ferent fields which have a big impact not 
only on the economic domain, but also 
on our well-being and lifestyle. Benefit-
ting from contributions to studies within 
different areas of research and science, 
this symposium was aimed at provid-
ing a collaborative arena to discuss 
recent findings and challenges in HRI. 
In this highly interdisciplinary research 
field, in fact, an open dialogue among 
different approaches is desirable in or-
der to contribute to the synthesis of a 
body of knowledge collecting HCI, ro-
botics, psychology, social sciences, and 

Report on AISB 09’s “New frontiers in Human-
Robot Interaction” Symposium 

other fields’ results and observations.
 The topics varied from the employ-
ment of robots in different fields (for 
example, personal and health care, 
assisted therapy and assistive technol-
ogy, companions and helpers at home, 
schools and other educational environ-
ments or training, and more danger-
ous and complicated situations such 
as search and rescue) to more techni-
cal issues, such as sensor and inter-
faces, architectures for socially intel-
ligent robots or user-centered robot 
design for creating the possibility of 
good interaction between humans and 
robots. This, in particular, was the fo-
cus of the symposium, as defined by 
the large number of contributions on 
Human-Robot Interaction (HRI), ei-
ther from the ergonomic perspective or 
the psychological point of view. Some 
methods and methodologies to perform 
and analyze HRI were also proposed 
and discussed in the presentations.
 Outstanding scholars in this field 
were invited to give keynote speeches, to 
fulfill the relevance of the argument and 
to make state of the art demonstrations 
in some of the covered fields. Holly Yan-
co (University of Massachusetts Lowell, 
USA) presented a talk entitled: “How to 
Partner with a Robot: The Design Space 
of Human-Robot Interaction”, and ad-
dressed the delicate question of the de-
sign of human-robot interaction though 
many examples of robot systems in dif-
ferent application domains, such as as-
sistive robots or the ones used for urban 
search and rescue, or educational ones.
 Takanori Shibata (National Insti-
tute of Advanced Industrial Science and 
Technology, Japan) presented instead 
one of the most well-known and de-
veloped robots, used both as a simple 
companion and as therapy in hospitals: 
the famous Paro, a baby seal robot. In 
his presentation, “Integration of Thera-
peutic Robot, Paro, into Elderly Care 
in Denmark “, Takanori Shibata stat-
ed that a large number of institutions 
for the elderly, especially in Denmark, 
have started to use this incredibly ten-
der and warm robot for caring for the 
elderly with dementia, and take advan-
tage of his peculiar features for therapy. 
In some cases, in fact, Paro seemed to 
trigger an improvement in the mood 
and basic activities of the residents, 
showing how an interaction between a 
human and a robot can be not only psy-

chologically, but also emotionally and 
sentimentally relevant for rehabilita-
tion and care giving in such institutions.
 Ruth Aylett (Heriot-Watt University, 
Scotland) delivered a presentation on 
“Affect, empathy and graphical char-
acters”. She pointed out some relevant 
questions about how to stimulate the 
desire of caring about a character from a 
user, and showed that it is necessary to 
create an “affective loop” between the 
user and avatar, since it seems that it is 
a basic requirement for good compan-
ionship and human-robot relationships. 
She considered robots with different 
shapes and appearance, and showed 
how certain graphic and aesthetic fea-
tures of robots are more suitable than 
others for a good relationship – in par-
ticular, a pleasant and emotionally rele-
vant graphic in human or animal shape-  
and how these features are linked to 
the purpose the robot is designed for.
 During the Symposium the contribu-
tors addressed largely differentiated is-
sues in AI. For example, Muhammad Ali 
et al. (CNRS-LAAS, France) proposed 
an “Architecture Supporting Proactive 
Robot Companion Behavior”. Proactive 
behavior is a certain kind of anticipa-
tory behavior that a robot should have 
in order to successfully perform col-
laborative tasks with humans, which 
allows it to determine by itself if, how 
and when it can intervene and help a 
human in his work or activities. The 
architecture they proposed is basically 
derived from human frontal lobes or-
ganization and functioning (especially 
in planning processes), and allows the 
robot to select certain high level goals 
from a correct recognition of the situa-
tion and scenario (thanks to a Chronicle 
Recognition System; CRS) that can be 
refined and changed by means of con-
stant updating and refreshing. Similarly, 
and based on neuro-cognitive mecha-
nisms about joint and shared actions in 
humans, Estela Bicho et al. (University 
of Minho, Portugal) presented a design 
for robots that allows the joint coordina-
tion of actions and goals as a dynamic 
process that integrates contextual cues, 
shared task knowledge and the predict-
ed outcome of the user’s motor behav-
ior, which includes a basic form of error 
monitoring and compensation. Aimed at 
the same capacity of an anticipatory be-
havior of machines was also the study 
from Aris Alissandrakis and Yoshihiro 
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New frontiers in Human-Robot Interaction (cont.)

Miyake (Tokyo Institute of Technology, 
Japan) on routine home tasks, show-
ing how the human feedback provided 
to the robot is necessary for learning  
tasks correctly and fulfilling human 
expectation, in a system perspective. 
 More technical issues were also 
touched upon, like in the “Photogeo-
metric Sensing for Mobile Robot Control 
and Visualisation Tasks” presentation 
by  Alonzo Kelly et al. (Carnegie Mel-
lon University, USA; DCS Corporation, 
USA), in which new types of sensors 
were presented which can produce high 
fidelity imagery from a camera installed 
on a moving robot, with important ef-
fects in remote visualization of recorded 
environments. “Haptic Control for the 
Interactive Behavior Operated Shop-
ping Trolley InBOT” was another very 
specialised presentation in which Mi-
chael Göller et al. (FZI Research Center 
for Information Technology, Karlsruhe, 
Germany) presented a shopping trolley 
which can be guided by haptic control, 
thanks to a sensible handle-bar that is 
able to translate different pressure and 
gestures in commands to move itself 
and even follow the person from afar, 
or “park” itself aside in order not to ob-
struct the way. Again, remote control of 
robots difficulties were considered by 
Alan Atherton and Michael A. Goodrich 
(Brigham Young University, USA), who 
proposed “Supporting Remote Manipu-
lation with an Ecological Augmented 
Virtuality Interface” in order to improve 
operators’ situational awareness (SA) 
in robot-guidance. The work by Alberto 
Valero et al. (SAPIENZA - Università di 
Roma, Italy) also tried to extend some 
cognitive-based knowledge into the 
main issue of Human-Robot Interac-
tion in robot guidance to improve SA of 
operators, showing that integration of 
survey and route knowledge in a desk-
top interface can lead to a better SA, 
with respect to a claimed advantage of 
operator mobility using, for example, 
a Portable Device Application (PDA). 
 Cognitive science’s findings and 
knowledge can also be usefully em-
ployed to shape HRI designs, as Tom 
Carlson and Yiannis Demiris (Imperial 
College London, UK) showed  in their 
work “Using Visual Attention to Evalu-
ate Collaborative Control Architectures 
for Human Robot Interaction”, in which 
they illustrated that, contrary to their 
expectations, assistive and collabora-

tive technologies require more users’ 
attention and cognitive resources, con-
cluding  that further work still has to be 
done in this field. In some cases robots 
are also thought to be useful in thera-
py, like Mark B. Colton et al. (Brigham 
Young University, USA; Honda Research 
Institute, USA) propose in their work 
“Toward Therapist-in-the-Loop Assistive 
Robotics for Children with Autism and 
Specific Language Impairment”. Empiri-
cal findings within the field of language 
(“Heuristic Rules for Human-Robot In-
teraction Based on Principles from Lin-
guistics-Asking for Directions”, by An-
drea Bauer et al. Technische Universität 
München, Germany; “A WOz Framework 
for Exploring Miscommunication in HRI” 
by Theodora Koulouri and Stasha Lau-
ria, University of Brunel, UK) and prox-
emics (“An Empirical Framework for 
Human-Robot Proxemics”; Michael L 
Walters, et al., University of Hertford-
shire, UK) were also discussed in order 
to build basic knowledge for interaction 
and collaboration between humans and 
robots, especially in communication 
and physical interaction between them. 
 Furthermore, evidence from neuro-
science studies, namely, the existence 
of mirror-neurons systems in human 
brain, which allows a person to recog-
nize other people’s actions and move-
ment schemes, can give some interest-
ing insights into human perception of 
robots’ movements and behavior, like 
a study from Aleksandra Kupferberg et 
al. (Ludwig-Maximilians-Univ. Munich, 
Germany; Technical Univ. München, 
Germany), “Video Observation of Hu-
manoid Robot Movements elicits Mo-
tor Interference” , showed. The differ-
ent perception of robots’ appearance 
was also investigated by Michael L. 
Walters et al.’s (University of Hertford-
shire, UK) study of “Preferences and 
Perceptions of Robot Appearance and 
Embodiment in Human-Robot Interac-
tion Trials”, showing that some robots’ 
physical features are perceived by hu-
mans as expression of temperamental 
traits, like the presence or absence of 
intelligence or intelligent behavior and 
the reliability of the robot as a helper.
 Moving into the psychology of per-
sonality, sociology and social psychol-
ogy domain, “The role of expectations 
in HRI” from Manja Lohse (University of 
Bielefeld, Germany) uncovered a series 
of problems connected to what humans 

expect from a robot and their willingness 
to accept them as helpers or compan-
ions. The link between expectations and 
appearance of robots was investigated 
in children in the presentation “The boy-
robot should bark! – Children’s Impres-
sions of Agent Migration into Diverse 
Embodiments” by Dag Sverre Syrdal et 
al. (University of Hertfordshire, UK). The 
creation and evaluation of some scales 
which can give a measure of human ex-
pectations and acceptance of robots was 
discussed in “The Negative Attitudes 
towards Robots Scale and Reactions 
to Robot Behaviour in a Live Human-
Robot Interaction Study” presentation 
by Dag Sverre Syrdal et al., (Univer-
sity of Hertfordshire, UK), as well as in 
“The USUS Evaluation Framework for 
Human-Robot Interaction Astrid Weiss 
et al. (University of Salzburg, Austria; 
University Paul Sabtier, France); a huge 
framework considering Human-Robot 
Collaboration with humanoid robots ad-
dressing usability, social acceptance, 
user experience, and societal impact 
(abb. USUS) was proposed. Robots’ im-
pact on society was also investigated 
in another talk by Astrid Weiss et al. 
(University of Salzburg, Austria; Uni-
versity Paul Sabtier, France; National 
Institute of Advanced Industrial Science 
and Technology, Japan), “Addressing 
User Experience and Societal Impact in 
a User Study with a Humanoid Robot”
 The aim of all these talks was to 
establish a good relationship between 
humans and robots and promote col-
laborative behaviors within them. Con-
nected to this, proposals for improved 
design of robots were presented in a 
number of talks, including the “Iterative 
design process for robots with personal-
ity” presentation by Bernt Meerbeek et 
al. (Philips Research, NL; Univ. of Tech. 
Eindhoven, NL), “Affective-Centered 
Design for Interactive Robots” by Lau-
rel D. Riek and Peter Robinson (Univer-
sity of Cambridge, UK), “Baby steps: 
A design proposal for more believable 
motion in an infant-sized android”, 
presented by Silpa Wairatpanij et al. 
(Indiana University, USA), and “Creat-
ing Trustworthy Robots: Lessons and 
Inspirations from Automated Systems” 
in the presentation by Munjal Desai et 
al. (University of Massachusetts Lowell, 
USA; Carnegie Mellon University, USA).
 After the Symposium, a brief discus-
sion was held between the participants 
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analyzing the usefulness and feed-
back of this initiative, pointing out and 
stressing the strengths of these inter-
ventions and the use that the received 
comments and suggestions from people 
working in the same areas but with dif-
ferent perspectives can have for every-
one’s work, especially when a project is 
in progress and feedbacks and feedback 
or observations are needed to figure out 
if it is moving in the right direction or 
not. The chance to discuss these argu-
ments and issues from different points 
of view with more experienced re-
searchers and scholars totally enriched 
participants’ minds, while the presenta-
tons covered wide areas and topics, al-
lowing the attainment of broader knowl-
edge for both speakers and listeners.

Chiara Saracini,
“Sapienza”,
University of Rome
Chiara.saracini@uniroma1.it 

The annual instantiation of the Turing 
Test, the Loebner Prize, will take place 
on Wednesday 19th October 2011 in the 
South-West of England in the College 
of Engineering, Mathematics and Physi-
cal Sciences at the University of Exeter.
 The prize, named after its founder 
and philanthropist Hugh Loebner, is an 
annual world-wide contest to test the 
state-of-the-art in artificial intelligence 
(AI).   The top four AI programs will 
compete to win a share of a prize fund 
worth $5750, with additional prizes 
made available this year for a new Ju-
nior Loebner Prize, a version of the con-
test where children will act as judges.

New frontiers in 
Human-Robot 
Interaction (cont.)

2011 Loebner Prize

 For more information or if you 
would like to get involved in this 
year’s contest, please visit the con-
test website at http://loebner.exeter.
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Society News
AISB/IACAP World 
Congress 2012 
In line with the celebrations of Alan Turing's life 
and work in 2012 and given the significance of 
Turing's work both to AI and to the philosophi-
cal ramifications of computing, the 2012 AISB 
Convention will be replaced by the AISB/IA-
CAP World Congress 2012 (initial website: 
http://events.cs.bham.ac.uk/turing12/). IACAP 
is the International Association for Comput-
ing and Philosophy (http://www.ia-cap.org/).  
 The intent of the conference is to stimu-
late a particularly rich interchange between AI 
and Philosophy on any areas of mutual inter-
est, whether or not directly inspired by Tur-
ing's own work. Two plenary keynote speakers 
have so far been secured, namely Aaron Slo-
man (a Fellow of AISB) and Luciano Floridi (for-
mer President of IACAP and also AISB Fellow).
 The Congress will have a similar structure to 
AISB conventions, and a call for symposia etc. 
will be announced in due course. It will be held 
at the University of Birmingham, 2nd to 6th July 
2012. It will be co-chaired by Tony Beavers, Presi-
dent of IACAP, and John Barnden, Vice-Chair of 
AISB, with Manfred Kerber (Birmingham) as Lo-
cal Chair. The Organizing Committee is largely 
constituted of  AISB and IACAP representatives.
 Some research themes we have identified 
as being especially appropriate for the Con-
gress are as follows, but are in no way exclusive:

• the fundamental nature and limits of computa-
tion

• computational theory of mind
• the nature and possibility of AI
• testing for intelligence
• consciousness (natural or artificial)
• creativity (artistic and otherwise), aesthetics, 

etc.
• people's attitudes towards and relationships 

with intelligent machines
• ethics of AI and computing in general, and how 

AI may ultimately affect ethics
• the philosophical nature & ramifications (e.g. 

for notions of self) of intelligent software 
agents in cyberspace.

We are also interested in holding, in conjunction 
with the Congress, a series of artistic events (in any 
area of the arts) that are relevant to such themes.
 Please contact Professor John Barnden 
(J.A.Barnden@cs.bham.ac.uk) if you have ideas 
for any aspect of the Congress (e.g., a sympo-
sium proposal) or for possible cultural events.

David Everett Rumelhart

David Everett Rumelhart, one of the pio-
neers of the renewed interest in connec-
tionism, passed away on 13th March 2011.
 Rumelhart,  who has been an eminent fig-
ure in mathematical psychology, artificial in-
telligence and analytic approaches to cogni-
tion, made a significant contribution to the 
field of cognitive neuroscience by contribut-
ing to the development of the notions of paral-
lel distributed processing and connectionism.
 Connectionism is an area of machine learning 
eschewing the golden but old-fashioned ‘Artificial 
Intelligence and symbolic approaches to cognition’, 
in favour of distributed models mimicking the oper-
ation of the nervous system. His Parallel distribut-
ed processing: Explorations in the microstructure 
of cognition, co-authored with James McClelland in 
1986, was at the time a landmark volume in cogni-
tive science and sold in excess of 100,000 copies.
 This work was in part responsible for the re-
naissance of research in artificial neural net-
works, which had been stymied by earlier 
difficulties and relative success of the classical Ar-
tificial Intelligence based on symbolic approaches.
 Rumelhart’s many accolades included a mem-
bership of the National Academy of Sciences
of the USA, a MacArthur 'Genius' Award, and the 
SEP Warren Medal received jointly with McClel-
land in 1993. The Glushko-Samuelson Founda-
tion 'David E. Rumelhart Prize for Contributions 
to the Theoretical Foundations of Human Cog-
nition' was established in his honour in 2000.
 His passing creates a significant gap in con-
nectionist and cognitive science communities.

Dr Slawomir J Nasuto
Reader in Cybernetics
School of Systems Engineering
University of Reading
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Dear Aloysius...

About the Society
The Society for the Study 
of Artificial Intelligence 
and Simulation of 
Behaviour (AISB) is the 
UK’s largest and foremost 
Artificial Intelligence 
society. It is also one 
of the oldest-established 
such organisations in the 
world.

The Society has an 
international membership 
of hundreds drawn from 
academia and industry. 
We invite anyone with 
interests in artificial 
intelligence or cognitive 
science to become a 
member

AISB membership includes 
the following benefits:

• Quarterly newsletter
• Student travel grants to  
 attend conferences
• Discounted rates at
 AISB events and   
 conventions
• Discounted rates on  
 various publications
• A weekly e-mail bulletin
 and web search engine
 for AI-related events
 and opportunities

You can join the AISB 
online via:

http://www.aisb.org.uk

Cognitive Divinity
Programme 

Institute of Applied 
Epistemology

Dear Aloysius, 

I have been accepted to study for a degree in 
AI at the University of Poppleton, but am unable 
to afford the £9,000/annum fee. I’m desperate to 
study AI. Please help!

Yours, Impoverished Student

Dear Impoverished Student,

You’ve come to the right person. In collaboration 
with an employee of the Student Loans Company, 
my Institute has developed a service that will solve 
your problem. The WIPE SLATE™ (Wangle Investment 
in your Personal Education: Student Loans Awarded 
and Then Erased) will enable you to complete your 
degree at zero cost to yourself. Just apply for a 
loan to cover all your maintenance and tuition fees 
costs, plus my own very reasonable remuneration. 
WIPE SLATE™ will then communicate with the Stu-
dent Loans Company’s computer to ensure that all 
records of your loan are wiped from its memory. 
To balance its books, your charges will be deducted 
from the bank account of Mr. Nick Clegg MP. Your 
education will be completely free. 

Yours, Aloysius

Dear Aloysius, 

I am the glorious and much loved leader of a 
middle-eastern state. A conspiracy between small 
and unrepresentative groups of gangsters, imperialist 
fifth columnists and religious fundamentalists has 
been stirring up opposition against me. I fear for 
my life, but cannot abandon my loyal subjects when 
they need me to defend them against the plotters. 
Can your Institute’s world-famous AI technology 
come to my aid?

Yours, Glorious Leader

Dear Glorious Leader,

I think we can help you. A combination of holo-
graphic and speech technology can be used to enable 
you to defend your homeland against the conspirators 
whilst fully protecting your life. Using our SHYSTER™ 

(Speech and Holography Yield a Simulation That 
Emulates Reality) system, your image and speech 
can be transmitted to a press conference or palace 
balcony from a distant place of safety. The technol-
ogy is now so convincing that everyone will assume 
that you are still at your post. We can even offer a 
post-life service. With automatic speech recognition 
and generation, together with the last holographic 
avatar technologies, you can appear to live forever. 
We have successfully tested this technology in even 
the most exacting conditions: a ‘live’ interview with 
Jeremy Paxman;, so we are therefore confident that 
it will fully meet your requirements.  

Yours, Aloysius

Dear Aloysius, 

Working for an international bank in the City of 
London, I developed the AI software that automates 
trading in the money markets. My software, and 
that of my colleagues, is largely responsible for the 
dramatic changes in the banking scene over the last 
few decades. My bosses, none of whom has any un-
derstanding of computing, have awarded themselves 
large bonuses for presiding over these changes, while 
doing little to bring them about. Meanwhile, we AI 
researchers, economists and mathematicians, who 
did create this revolution, have seen scant reward.  
Is this fair?

Yours, Hard Done By

Dear Hard Done By,

Indeed, it is not fair at all. You deserve as much 
credit for the current state of the economy as the 
bankers - and you should receive similar rewards. 
Fortunately, my Institute has developed just the 
product to right this historic wrong. BOONDOGGLE™ 
(Bonus Organiser Offers Numerous Dollars for Overly 
Gung-ho Gambling that Leads the Economy). As a 
computing expert you can install BOONDOGGLE™ 
in your bank’s payroll system and you should see 
your efforts appropriately rewarded. 

Yours, Aloysius

Fr. Aloysius Hacker answers your questions

Agony Uncle Aloysius, will answer your most intimate AI questions or hear your most embarrassing con-
fessions. Please address your questions to fr.hacker@yahoo.co.uk. Note that we are unable to engage in 
email correspondence and reserve the right to select those questions to which we will respond. All cor-
respondence will be anonymised before publication. 


