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In the field of mobile robotics, there has recently 
been significant progress in such real-time simulta-
neous localisation and mapping:1 a field so popular 
that the acronym SLAM has come to be commonly 
used to describe it. If a robot is to be dropped into 
an unknown environment (on a remote planet, for 
instance) it needs a SLAM capability to navigate on 
the fly without the need for prior maps. Although we 
do not explicitly consider a specific robot platform, 
our work is very much in this spirit.

In ‘structure from motion’ research in computer 
vision, it has long been known that it is possible to 
recover the trajectory of a moving camera and the 
3D geometry of the arbitrary scene it views purely 
from image information, on the assumption that that 
scene is rigid. However, successful implementation 
have, until now, used off-line processing to produce 
an after-the-event reconstruction of the camera 
trajectory and 
scene geome-
try. They have 
also used as in-
put a complete 
image sequence 
captured, for in-
stance, with a 
camcorder.2

In research 
published ear-
lier this year3 
we have dem-
onstrated that 
it is in fact pos-
sible to recover such camera motion and scene-struc-
ture information with standard modern processors in 
real time (30 frames per second). Thus, a standard 
‘web-cam’ module attached to a desktop or laptop 
PC becomes a flexible real-time position sensor. It 
can then be attached to a robot, human or other 
device whose motion we would like to estimate.

The demand for real-time operation imposes 
a strict constraint on the number of processing 
operations that can be used to digest the informa-
tion available in each new image received from the 
camera. This is because the subsequent frame will 
be arriving a fixed time later—the speed of the CPU 
used and its frame rate pre-determine a constant 
upper bound. This necessitates not only an efficient 
approach to programming in general but, in fact, a 
quite different method to those used by those work-
ing in off-line structure from motion. The problem 

Real-time camera-based 
localisation and mapping

Figure 1. Graph-
ical output from our 
prototype system for 
single-camera SLAM. 
Left is the in-cam-
era view, displaying 
square image-fea-
ture patches, el-
liptical feature-search 
regions, and the 
feature initialisation 
search box. Right 
is the external 3D 
view showing the 
recovered camera 
and feature locations 
with uncertainty el-
lipsoids.

for us is essentially one of sequential state-based 
estimation. Real-time constraints force the amount 
of information that can be extracted from each im-
age to be sparse, and the key is understanding and 
propagating the uncertainty inherent in this data. 
Specifically, a sparse 3D model or ‘map’ of features 
of the static environment around the camera is con-
structed and maintained on the fly in the computer’s 
memory. Also stored is information on the uncertainty 
in the map: information that is updated over time 
in a single extended Kalman filter. As certain image 
features (assumed to correspond to static entities in 
the 3D world) are repeatedly located in the images 
received over time, their image motions allow both 
the camera motions to be estimated and the feature-
location estimates themselves to be improved.

Figure 1 shows a snapshot of our system in ac-
tion, highlighting the issue of uncertainty propagation. 

The ‘features’ described are square image templates 
selected automatically from images as points of high 
image contrast, these being generally associated 
with point geometrical features of the 3D world 
that are easy to locate repeatedly in subsequent 
images with a correlation operator. At any point in 
time, estimates  of both the camera and feature 
locations are accompanied by uncertainty measures: 
the ellipsoid shapes around the estimated feature 
locations in the right-hand external 3D view above 
are uncertainty-bounded regions within which the 
features are believed to lie. The key to the efficient 
real-time operation of the system is that this uncer-
tainty information can actually be used to predict, 
within bounds, the values of measurements before 
they are carried out. The elliptical search regions 

Davison, continued on p.9
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Living with paradoxes
Paradoxes have, from the days of the ancient 
Greeks, been a considerable source of exhilaration. 
They can be very funny, but also quite confusing 
and lead to inappropriate conclusions. In the most 
concise form, a logical paradox can be formulated 
by the sentence: “This sentence is false.’’ Let’s as-
sume it is true, then it must be false, since it says 
that it is false. Hence we have a contradiction since 
it is true and false at the same time. So our initial 
assumption that it is true can’t have been correct, 
hence it must be false. This leads to a contradiction 
as well, since if it is false, its content can’t be true, 
hence the sentence can’t be false either.

The problems with paradoxical sentences have 
been known for a very long time, but were thought 
to be of no relevance for the development of set 
theory and logic until around the end of the 19th, 
and start of the 20th, century. At that time, para-
doxes in set theory and logic seemed to endanger 
progress in the field and, for a while, it wasn’t clear 
whether “the paradise of sets’’ built by Cantor (as 
Hilbert called it) and “the paradise of logic’’ built by 
Frege weren’t inhabited by terrible lions that could 
attack and kill at any time. Frege had formalised 
predicate logic and achieved a new level of clarity 
and rigour. Naive set theory was built by Cantor 
and first published around the same time. The first 
modern paradoxes were found in 1897 by Burali-
Forti, and have been refined to those involving the 
cardinality of the set of all sets. Russell’s notion of 
the set of all sets that do not contain themselves 
presented a major problem for set theory, and also 
meant that Frege’s original system was reflective 
and paradoxical.

Zermelo1 presented in 1908 the first axiomatisa-
tion of set theory, and Russell,2 in the same year, 
the theory of types. Thus it was possible to fence 
the lions out. In the case of set theory, this was 

achieved using the foundation axiom that excludes 
sets that contain (or, worse, 
do not contain) themselves. In 
the theory of types, it forbids a 
predicate to refer to itself. This 
way it was possible to build a 
safe area, free of paradoxes. 
More precisely, there might 
still be some wild beasts out 
there in the bush, but for a 
hundred years there were no 
further attacks and so we are 
pretty confident that there 
aren’t any inside the fenced-
off area. But, of course, you 
never know, that may just be 
a false kind of security.

While the constructs of 
axiomatic sets and types may 

be considered as adequate for mathematical rea-
soning, there are quite a number of examples in 

the areas of natural language understanding and 

knowledge representation in a more general sense, 
where we need a more powerful language: where 
we can’t exclude the self-referential a priori on mere 
syntactic grounds. If we did, we would end up with 
a system that is difficult to use and/or is not close 
to the everyday usage of language, which does allow 
for paradoxes. Actually quite a number of complicated 
formalisms have been developed and are currently 
in the mainstream of investigations in AI, although 
some simpler system may do the job better. Perlis3 
pleaded in 1985 that we “can have everything in 
first-order logic.’’ He investigated first-order logic plus 
strings, and redefined Tarski’s definition of truth. I 
advocate a three-valued logic here.

First-order logic plus strings is an alternative 
knowledge representation formalism built on logic, 
and can be compared to modal logic. As Davis4 points 
out, the difference between the two approaches is 
pretty much the same as the difference between 
direct quotation—John knows “The evening star is the 
morning star,” formally represented in syntactic theory 
by Knows(John,”EveningStar = MorningStar”)—and 
indirect quotation: John knows that the evening star 
is the morning star, formally represented in modal 
logic by [John] EveningStar = MorningStar. In both 
approaches, the truth values of the formulae are 
not extensional, i.e. the truth value of composed 
formulae cannot be calculated as functions of the 
sub-formulae. In modal logic the truth value in all 
possible worlds reachable from an initial world has 
to be known. In syntactic theory, expressions like 
“EveningStar = MorningStar” stand for strings of 
symbols and not for the objects they denote.

The approach is problematic when we adopt 
Tarski’s definition of truth True(“A”) = A. Since the 
language is self-referential we are able to express 
the sentence “This sentence is false,” formally as 
L=¬True(“L”). Together with Tarski’s definition of 
truth, we get L= ¬L. This is contradictory in a two-
valued setting. We want to be able to express such 
sentences not because they are particularly useful in 
their own right, but because it is difficult to draw a 
line between those self-referential statements that 
are useful, and those that aren’t.

There are different ways out: one is to abandon 
classical logic and to live with contradictions (adapt 
a para-consistent logic), another is to forbid self-
referential statements (Russell’s approach), a third 
is to go for a three-valued logic in which the third 
truth value stands for paradoxicality. Just adding a 
third truth value doesn’t solve the problem, since 
“higher-order” paradoxes, which involve reference to 
paradoxicality, are possible. When we disallow this, we 
can speak about the truth of sentences, for instance, 
we can say, “This sentence is false,” but we must 
not say something like, “This sentence is paradoxical 
or false.” This way, it seems possible to use efficient 
reasoners and come close to the treatment used in 

Kerber, continued on p.7
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this social scenario in a very constructive 
manner, demonstrating some communica-
tive competence: i.e. they might use the 
robot as a focus of attention in order to 
interact and/or communicate with other 
people in the room.9 

An important part of our work is the 
development of appropriate scenarios and 

techniques in order to evaluate details of 
robot-child interactions.10 A range of differ-
ent qualitative and quantitative evaluation 
techniques are likely to be needed in order 
to reveal not only statistical regularities 
and patterns, but also meaningful events 
of behaviour in context.11

The Aurora project is highly multi-
disciplinary. The main investigators are 
primarily pursuing research in artificial 
intelligence, robot-human interaction, and 
assistive technology, but work in collabo-
ration with psychologists and educators. 
The research questions involved touch 
upon a number of hard and challenging 
issues in robot-human interaction: e.g. 
evaluation methods and methodologies, 
design guidelines for interactive systems in 
therapy and education, and architectures 
and algorithms for robots that can adapt 
to individual people. 

Our current and future work with the 
mobile robots and Robota includes both 
further detailed analysis of robot-child inter-

The Aurora project1 was set up to in-
vestigate the potential use of robots to 
help educate and provide therapy for 
children with autism who show impair-
ments in communication, social interac-
tion, imagination and fantasy, as well as 
a tendency towards repetitive and other 
stereotypical behaviours.2 In the area of 
assistive technology, developing computer 
or robotic systems for children with autism 
is a challenging task.3 Literature suggests 
that people with autism enjoy interacting 
with computers,4 while interaction with 
people is usually a difficult and often 
frightening experience. Interactions with 
physical robots are fundamentally differ-
ent from interactions with, for example, a 
computer game. Physical interactions are 
embodied and situated in the real world, 
and require the child to involve his/her 
body in a more extensive way than just 
operating a mouse or keyboard. Thus, the 
starting point of our work is the assump-
tion that autistic children enjoy playing 
with robots, similar to an approach put 
forward by Ferrara and Hill.5

So far we have been conducting tri-
als involving mobile robots and a small 
humanoid robotic doll. We use playful, 
enjoyable scenarios as a context in which 
children can engage in therapeutically- or 
educationally-useful behaviour, such as 
turn-taking, imitation, or joint attention. 
Importantly, our motivation is not to 
develop the robot as a replacement for 
carers. Rather, the robots should mediate 

Robots as assistive tools in the therapy 
and education of children with autism

Figure 1.  The mobile robot used in the trials.

Figure 2. The humanoid robot called Robota.

between what—from an autistic child’s 
perspective—is the widely-unpredictable 
world of people, and the much more pre-
dictable world of machines. The envisaged 
purpose of our robots is to help autistic 
children to better understand and interact 
with other people. 

We use two types of robots (see 
Figures 1 and 2): mobile 
robots with a vehicle-like 
appearance, and a stationary 
robot with a human-doll-
shape. The mobile robots 
are programmed so that the 
children can play simple in-
teraction games with them, 
such as chasing, following, 
and other simple turn-tak-
ing games. The small hu-
manoid robot, Robota, can 
move its arms, legs, and 
head, and has facilities for 
vision, speech, and produc-
ing music6  (initial trials are 
described by Dautenhahn 
and Billard7). In a recent 
longitudinal study, we al-
lowed the children to move 
freely in a large room where 
Robota had been placed. In 
this setup, the robot was 
controlled remotely (a fact 
not known to the children) 
so that it could respond to 
subtle movements of the child playing with 
it. Results indicate that interactions with 

the robot in a so-
cial context involv-
ing the children’s 
carer and the ex-
perimenter could 
encourage imitative 
behaviour.8

A key issue is 
that the children 
proactively initiate 
interactions rather 
than merely re-
spond repetitively 
to particular stimu-
li. Additionally, the 
chosen set up is 
social, i.e. it in-
volves not only 
the robot and the 
autistic child, but 
can include other 
children, the teach-
er, or other adults. 
Some children use Dautenhahn, continued on p. 7
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At the Donald Berman Information Tech-
nology and Law Research Unit, Victoria 
University, Australia, we have been building 
legal decision-support systems for a dozen 
years. This work has been conducted with 
associated universities such as La Trobe,  
Ballarat, Bar Ilan (Israel), and the Joseph 
Bell Centre for Forensic Statistics and Legal 
reasoning at the University of Edinburgh. 
Industry partners have included Software 
Engineering Australia, Victoria Legal Aid, 
Phillips and Wilkins, Allan Moore and 
Company and JustSys.

Our goal has been to use artificial-
intelligence techniques to develop legal 
decision-support systems. Recently, in 
cooperation with Victoria Legal Aid, we 
have been developing web-based legal 
decision support systems to increase ac-
cess to justice.  Our initial foray into this 
area started with an examination of the 
British Nationality Act of 1981 as a logic 
program. This led us to realise that ideally, 
such systems must deal with the issue of 
open texture—the notion that empirical 
concepts are necessarily indeterminate.

To better understand the nature of 
legal decision support, open texture,  and 
discretion, we have used a number of 
inferencing techniques: association rules, 
case-based reasoning, machine learn-
ing, neural networks, and rule induction. 
Domains investigated include: workers’  
compensation, credit law, both property 
distribution and mediation within family 
law, refugee law, eligibility for legal aid, 
copyright law, eye-witness identification, 
examining the causes of death (natural 
causes, suicide, or homicide), sentencing, 
and the building industry.

Our research uses the jurisprudence 
of legal realists. For legal realists, rules 
and principles may be invoked after a 
decision has been reached in order to 
ensure that a decision is just, moral, and 
legally correct. Rules and principles are 
invoked to explain a decision but there 
is no need to assume they are used to 
reach the decision.

Given our desire to move beyond 
rule-based systems when modelling law, 
we commenced the IKBALS (intelligent 
knowledge-based legal systems) project. 
IKBALS used the object-oriented approach 
to build a hybrid rule-based/case-based 
system to advise upon open texture in 
the domain of workers compensation. A 
later version, IKBALSIII, included induc-
tion as the basis for its case-based re-
trieval function, and relied on distributed 

Modelling legal knowledge
artificial-intelligence techniques and the 
object-oriented paradigm, rather than a 
blackboard architecture. Induction was 
used in IKBALSIII to generate the indices 
for the cases. Thus, the developer could 
specify a number of cases, including the 
relevant factors and the outcome, and 
the induction algorithm would generate 
the indices automatically. 

Our research concluded that legal 
reasoning in discretionary domains can 
be modelled using machine-learning 
techniques. The domain we chose was 
property distribution in Australian family 
law. Split-Up is a programme that provides 
advice on property distribution following 
divorce. The aim of the approach used in 
developing it was to identify, with domain 
experts, relevant factors in the distribution 
of property. They wanted to assemble a 
dataset of values on these factors from 
past cases that could be fed to machine 
learning programs such as neural networks. 
In this way, the manner in which judges 
weighed factors in past cases could be 
learned without the need to advance rules. 
The legal realist jurisprudence movement 
inspired this approach.

In the Split-Up system, the relevant 
variables were structured as data and 
claim items in 35 separate arguments. The 
claim items of some arguments were the 
data items of others, resulting in a tree 
that culminated in the ultimate claim that 
indicated the percentage split of assets a 
judge would likely to award the husband. 
In 15 of the 35 arguments, claim values 
were inferred from data items with the 
use of heuristics, whereas neural net-
works were used to infer claim values in 
the remaining 20 arguments. The neural 
networks were trained with data from 
only 103 cases. This was feasible because 
each argument involved a small number 
of data items.

In consultation with experts, 94 vari-
ables were identified as relevant for a 
determination. The way the factors com-
bine was not elicited from experts as rules 
or complex formulae. Rather, values on 
the variables were to be extracted from 
cases previously decided, so that a neural 
network could learn to mimic the way in 
which judges had combined them.

However, according to neural network 
rules of thumb, the number of cases 
needed to identify useful patterns given 
94 relevant variables is in the many tens 
of thousands. Data from this number of 
cases is rarely available in any legal do-

main. Furthermore, few cases involve all 94 
variables. For example, childless marriages 
have no values for all variables associated 
with children so a training set would be 
replete with missing values. In addition to 
this, it became obvious that the variables 
were in no way independent.

In the Split-Up system, the relevant 
variables were structured as separate 
arguments following the argument struc-
ture advanced by Toulmin.1 It performed 
favourably on evaluation, despite the small 
number of samples.

Because the law is constantly changing, 
it is important to update legal decision-
support systems. The original hybrid rule-
based/neural network version of Split-Up 
was constructed in 1996. Currently, the 
tree of arguments is being modified in 
conjunction with domain experts from 
Victoria Legal Aid to accommodate recent 
changes in legislation. 

The argument-based representation 
facilitates the localization of changes and 
makes maintenance feasible. The use of 
the argument-based representation of 
knowledge enables machine learning tech-
niques to be applied to model a field of 
law widely regarded as discretionary.

John Zeleznikow
School of Information Systems
Victoria University
Melbourne City, Australia
E-mail: john.zeleznikow@vu.edu.au
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A team of researchers made up from Ro-
boticists from the Intelligent Autonomous 
Systems (IAS) laboratory at the University 
of the West of England, Bristol (UWE)1 

and Neuroscientists from the Adaptive 
Behaviour Research Group (ABRG) at 
Sheffield University2 have been work-
ing on a cross-disciplinary project called 
‘Whiskerbot’.

For most rodents, like the rat, the whis-

ker system is their pre-eminent sensory 
modality: as significant, perhaps, as vision 
is to sighted humans. The sensory cues 
discernible by the whiskers are likely to 
include the location, proximity, relative ve-
locity, size, and texture of nearby surfaces 
and objects. In spite of the importance of 
this tactile sensory modality to a large class 
of animals, it has been virtually ignored by 
the mobile robotics community until very 
recently. Of course, many autonomous 
robots have been fitted with whisker-like 
sensors. However, for the most part these 
have been very simple in comparison to 
their biological counterparts, tending to be 
passive binary devices triggered in a simple 
on/off fashion. In contrast with this, our 
team are proposing to develop an entirely 
new sensory modality for mobile robots 
operating in confined spaces such as inside 
ducting or piping systems, underground, 
in buried structures, or in the interior of 
naturally- or artificially-created disaster 
sites. Such places are usually hazardous, 
and often inaccessible to humans, poorly 
lit, with smoke or dust impeding visibility. 
In such environments, a robot that can 
‘feel its way’ using a rat-like whisker sense 

The Whiskerbot project
should prove extremely useful.

In order to provide a wealth of be-
haviourally-useful data, the whisker sys-
tem must be sensitive to a range of hair 
deflection parameters including amplitude, 
velocity, duration, frequency, and angular 
direction. The rat whisker pad is arranged 
in a two-dimensional grid with five rows of 
vibrissae either side of the snout, each con-
taining five to nine whiskers. The size and 

geometry of this 
array ensures 
that the pattern 
of whisker stim-
ulation provides 
the rat with a 
source of three-
dimensional in-
formation about 
its local environ-
ment. A further 
striking charac-
teristic of the 
whisker system 
is that it is ac-
tively controlled: 
during explora-
tion behaviour, 
the rat sweeps 
its whiskers back 
and forth across 
objects and sur-

faces in a synchronised wave at a rate 
of about eight ‘whisks’ per second. In 
fact, rodent whisking has been likened to 
a human running their fingertips over a 
surface, and it seems that the rat is able 
to exploit both the spatial and temporal 
characteristics of the pattern of whisker 
deflections to glean information about 
characteristics such as surface texture.

There will be a number of significant 
problems to be overcome in developing a 
robot whisker to rival that of the rat. First, 
the whisker system is highly tuned: this is 
true of interactions between the whisker 
itself and its environment, but also be-
tween the brain structures and the whisker 
sensory-motor system. Active whisking will 
bring additional demands through the need 
to use motor feedback to account for the 
components of the whisker signal due to 
the whisking motion.

To understand the functionality of the 
rat’s whiskers and replicate it in a robot 
system, it is crucially important to inves-
tigate and model the neural circuitry in 
the rat brain that uses whisker signals to 
guide movement and behaviour. Neurobio-
logical research shows that whisker data 

is processed at several different levels of 
the brain architecture including structures 
and pathways in the brain stem, the mid-
brain, and the cortex. The team will be 
building on their existing experience in 
these areas,3,4 and that of others (see, 
for example, Reference 5). The different 
brain areas appear to be responsible for 
different aspects of whisker processing 
and the team’s approach will be to de-
velop a similar division of labour in the 
artificial whisker system. The plan is to 
‘reverse-engineer’ these parts of the rat 
brain and copy many of their functional 
properties. The team will simultaneously 
seek to resolve the same signal process-
ing problems using more classical Digital 
Signal Processing (DSP) techniques. These 
biologically-inspired and engineering ap-
proaches will, it is hoped, produce con-
vergent solutions, with research from one 
side providing ideas to help bootstrap the 
other. The team intends to implement the 
converged solution using a hardware-soft-
ware co-design approach. Large FPGAs will 
be used alongside DSP devices in order 
to realise a highly-distributed and physi-
cally-compact implementation.

By the end of three years, the team 
hope to have an actively-controlled, multi-
whisker array that can be moved across 
surfaces in a ‘whisking’ pattern similar to 
that observed in rats, and that uses biologi-
cally-inspired signal processing systems to 
detect differences in surface texture. This 
active whisker system will be mounted 
on a small autonomous mobile robot, to 
demonstrate that it can be used, alongside 
other sensory systems, to guide effective 
robot exploration and navigation. Finally, 
the team hopes that—by developing bio-
mimetic models of the whisker pathways 
in the rat brain—we can make significant 
advances in the scientific understanding of 
mammalian sensory processing systems.

Tony Pipe
Intelligent Autonomous Systems
Laboratory
University of the West of England
E-mail: anthony.pipe@uwe.ac.uk
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Figure 1. Structures and connections in the rat whisker system.



6       AISB Quarterly

issues: building a map of proprioception 
and the end-states of body parts; and 
both identifying body parts  and perceiving 
the relationship between those of others 
and those of the robot itself. We propose 
an integrated approach to address these 
two issues, and a matching process is 
implemented in a real robot: the Pioneer 

II mobile robot carry-
ing an on-board arm 
with five degrees of 
freedom.

Firstly, we devel-
op an algorithm that 
permits our robot to 
learn how to control 
its actuators as they 
map their movements 
to the end state. In 
other words, our ro-
bot should be able 
to describe its body 
configuration and cal-
culate its joint motion 

trajectories by its internal model in order 
to achieve the motion trajectory of its end 
effector. In this way, the imitator (which 
has an on-board vision system) need only 
pay attention to the final effector state of 
the robot or human it is trying to imitate. 
Figure 1 shows that the imitator uses its 
onboard camera to observe the end-ef-
fector motion of the imitatee (model), 
and treat it as the reference input. Since 
the imitator is able to calculate its body 

The robots of tomorrow are expected 
to be able to co-habit with humans and 
perform services and tasks in a highly 
dynamic and unstructured environment. 
Such service robots should be able to 
understand human intention and emotion 
in order to help humans in personal tasks 
and even become friends with them. Hu-

man-robot interaction becomes a central 
issue in these applications. However, 
many current robots are equipped with 
only a predetermined set of behaviours 
or actions, and have very limited learning 
and adaptation capability: in short, they 
are inadequate for such applications. As 
a result, robotics researchers have sought 
to engineer new robotics abilities through 
increased observation and communication. 
At Essex, we are currently developing intel-
ligent service robots that 
are able to adapt their 
behaviours through learn-
ing by imitation as our 
human does.

Imitation is a very 
useful tool for human 
beings to acquire new 
behaviours and will have 
a key role to play in the 
development of intelligent 
service robots. Physiolo-
gists have addressed imi-
tation of behaviour, and a 
four-stage progression of 
imitative abilities was pro-
posed by Meltzoff: body 
babbling, imitation of body 
movements, imitation of 
actions on objects, and 
imitation based on infer-
ring intentions of actions.1 

At the current stage of our 
research, we have iden-
tified two fundamental 

Robot learning through imitation

Figure 1. The focus of
robot attention in on the end effector.

configuration based on its physical internal 
model automatically, the joint commands 
will then be output to individual actuators 
to rotate in order to achieve the final 
target position of the end effector.

Figure 2 shows the details on how the 
imitation of arm movements is achieved, 
which consists of three processes: per-
ception, matching, and execution. The 
perception process fills the matching-
visual grid with the position of the end 
effector. The matching process consists 
of two mapped grids of the same size: 
one keeps the visual information about 
the end effector that will be imitated, the 
other one has the information needed for 
the execution of that movement. A new 
position in the matching-execution part 
will trigger the execution process, then 
joint commends will be calculated and 
sent from the execution process to all 
actuators to achieve the final position 
of the end effector. Figure 3 shows the 
experimental result for the real robot, in 
which the imitator (a robot arm) follows 
the desired trajectory of the end effector 
that was demonstrated by the imitatee 
(with some errors).

Our next aim is to reach the state 
of imitation of action on objects, which 
will introduce more complexity into the 
robot tasks and in turn increase the level 
of the interaction model for the imitator. 

Figure 2. The process for imitation of arm 
movements.

Hu and Calderon, continued on p.7



  No. 115 Winter 2004      7        

Living with 
paradoxes
Continued from p.2

everyday language. However, to deal with 
the full phenomenon seems—as usual—to 
be more difficult. For more details see my 
recent paper.5

Manfred Kerber
School of Computer Science
The University of Birmingham
Birmingham, England
e-mail: M.Kerber@cs.bham.ac.uk
WWW: http://www.cs.bham.ac.uk/
~mmk/
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Robots as assistive tools in 
the therapy and education of 
children with autism
Continued from p.3

actions and the development of controllers 
that will allow the robots to identify the 
specific play and interaction patterns of 
particular children: information that can be 
used by the robot to adapt to individuals 
(see first results with non-autistic children 
by Salter et al.12). In the long term, robots 
that possess a behaviour repertoire that 
‘grows’ alongside the child could guide 
children through different therapeutically-
relevant interactions.

Prof. Kerstin Dautenhahn
Department of Computer Science 
University of Hertfordshire, UK
E-mail: K.Dautenhahn@herts.ac.uk
http://homepages.feis.herts.ac.uk/
~comqkd/
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Figure 3. Motion trajectories by the imitator (solid line) and imitate (dotted line).

This will have many potential applica-
tions for service robots to assist elderly 
individuals with cognitive impairment and 
other disabilities.

Huosheng Hu and Carlos A. Acosta 
Calderon
Department of Computer Science
University of Essex
E-mail: {hhu, cacaos}@essex.ac.uk
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Tom Shultz is a Professor at McGill Univer-
sity in Montreal and has been working on 
computational models of development for 
some time, primarily using cascade-cor-
relation neural networks. I’ve always been 
quite a fan of his method of modelling 
children’s development and, though this 
book is mainly a summary of that work, 
it also includes some general modelling
work.

There are seven chapters, the first 
being a concise introduction to the use 
of computational models in development, 
together with the reasons behind the use 
of these models. One primary use is to 
force the precision of verbal theories, 
which obviously applies to a host of 
domains. Another advantage, particularly 
for development, is that modelling allows 
confounding variables to be controlled for. 
This is particularly useful in children’s devel-
opment because their knowledge is being 
enriched all the time, so a method that 
allows knowledge to be controlled for has 
an obvious advantage. Shultz concentrates 
on neural networks for the main part of 
this book (in particular, cascade-correla-
tion networks which are the focus of his 
work), which is why such an advantage 
is omitted. Neural networks usually begin 
with no knowledge of a particular domain 
apart from the design of the architecture, 
so although things like knowledge are 
being controlled for, it is a by-product of 
the system starting with a blank slate. 
In fact, the majority of the remainder of 
the book concentrates on neural networks, 
so much so that a more accurate title 
might be ‘Connectionist developmental 

Book 
Review

Computational developmental psychology
Thomas. R. Shultz
Publisher: Bradford Book. Hardback: published 31 July 2003, 336 pp, £24.95.

psychology’.
Chapter 2 covers how neural networks 

work, both in terms of the functions used 
to compute things (like how activation 
spreads), and how different learning 
algorithms work. Chapter 3 explains two 
general computational methods: produc-
tion systems and connectionism. The 
aim here, to an extent, seems to be to 
dismiss production systems and promote 
connectionism, which seems unnecessary. 
Chapter 4 continues on this theme: the first 
part is a very good summary of proposed 
theoretical transition mechanisms, the sec-
ond a comparison of a rule-based model 
versus a cascade-correlation connectionist 
model. There are distinct benefits for each 
type of modelling architecture, so it seems 
slightly harsh to dismiss one (albeit not 
altogether) in favour of another.

The real modelling of development 
occurs in Chapter 5 where the cascade-
correlation algorithm is used in a variety of 
connectionist models to simulate behaviour 
in various developmental domains. This 
chapter begins with a thorough discus-
sion of the opposing ideas of continuous 
versus discontinuous development which 
developmental psychologists have argued 
over for years. As Shultz points out, the 
recent thinking is that longitudinal views 
of development see it as discontinu-
ous but a more micro view sees it as 
continuous. Shultz himself argues that, 
even at a micro level, you can still see 
discontinuous development. In terms of 
cascade-correlation networks, such discon-
tinuities can be modelled by the addition 
of hidden layer units that cause sudden 

spurts in development. A series of models 
of development are presented (e.g. on 
the balance-scale problem and seriation) 
which illustrate how cascade-correlation 
networks achieve this.

The final two chapters cover criti-
cisms and future directions. In terms 
of criticisms, both critiques of modelling 
itself and of using connectionism are ad-
dressed. In terms of future directions, 
Shultz suggests various ideas that could 
be implemented using modelling, many of 
which are linked to how we know human 
development occurs. For example, we 
know that the human brain both grows 
and prunes neurons, and so this may be 
a significant factor in development that 
models need to capture.

In summary, this book is a very useful 
text for anyone who is doing research in 
developmental psychology, particularly if 
they have a computational slant to their 
research. It is possibly a little highbrow for 
undergraduates but certainly postgraduates 
and researchers should consider purchas-
ing it: it provides a very good account of 
the use of cascade-correlation models of 
development, together with reasons for 
selecting this type of model. The book is 
marred only by its critique of production- 
system models that seems unnecessary, 
especially given the title of the book. Cut 
out the two half chapters that form the 
basis of the critique and change the title of 
the book to ‘Connectionist developmental 
psychology’, and you’ve got a winner.

Gary Jones 
Psychology, University of Derby

Real-time camera-based 
localisation and mapping
Continued from p.1

shown in the left side of Figure 1 represent 
image regions within which the centres of 
the features of interest are predicted to lie 
with high probability. The sizes of these 
regions are determined by the uncertainty 
in the map and camera location at the 
previous frame, plus the extra modelled 
uncertainty introduced during one time-
step of motion (which is assumed to be 
smooth to some parameterised degree). 
Computationally-expensive image search 
is therefore minimised by only searching 
within these regions. 

This is the first system to be demon-
strated that uses commodity hardware as 
simple as a single web-cam and standard 
PC, and that operates in full 3D in the 
information-rich visual domain. This is the 
type of technology that could at last open 
up applications such as domestic robotics, 
where the implementation of expensive 
dedicated sensors is not feasible. We have 
also received interest in the system from 
companies in such diverse fields as televi-
sion, computer-user interfaces, industrial 
inspection and automobiles.

Andrew Davison
Robotics Research Group 
Department of Engineering Science
University of Oxford  
E-mail: ajd@robots.ox.ac.uk
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Conference 
Report

Engineering Societies in the Agents World 
29-31 October 2003, Imperial College London 

The range of papers presented at this 
recent international workshop illustrates 
the multidisciplinary efforts being made 
to support the successful deployment of 
software systems involving very large 
numbers of autonomous components. The 
new computing environments will mean 
ubiquitous, persistent, pervasive devices, 
while at the same time allowing individual 
machines to access the resources and 
information from across the world, as 
enabled by the realization of the semantic 
web. The vision here is of agent societies 
embedded within human ones. The  ESAW 
workshops have been held over the last 
four years to consider the different aspects 
of this problem.

At the most recent event, several 
presenters emphasized the importance of 
the environment, or infrastructure, in the 
coordination of general collective action by 
agents. Jean-Pierre Müller addressed the 
question of how we define and design 
emergence in his invited talk, Emergence 
of collective behaviour from problem solv-
ing to social engineering and back. He 
characterized weak emergence as where 
the interpretation is made by an external 
observer and strong emergence as where 
the interpretation is made by the entities 
involved. The role of the environment was 
emphasized on the micro level—for in-
stance, to provide resources to the entities, 
and as an interaction medium—and on the 
macro level: e.g. to provide resources for 
emergent phenomena such as collective 
memory. It was emphasized that strong 
and weak emergence co-exist in social 
systems: there are multiple observers 
and implications, and thus a multiplicity of 
points of view and organizational levels. 

Anthony Karageorgos and Nikolay 
Mehandjiev presented work on evaluation 
in their paper, A design complexity evalu-
ation framework for agent-based system 
engineering methodologies. Agents are 
sophisticated software artefacts, associ-
ated with a large number of features, and 
therefore agent-based-system (ABS) engi-
neering methodologies involve considerable 
design complexity. This paper explores 
different concepts of such complexity and 
proposes a framework to evaluate ABS 
methodologies. Since software engineer-
ing complexity relates to how difficult a 
system is to implement, anything that 
can reduce such complexity is important. 
The framework was used to evaluate a 
number of methodologies and indicate 
gaps in provision of support of those 

already in use. 
One element in the engineering of 

electronic societies is the examination 
of structures and mechanisms in human 
societies in order to assess their suitability 
for use with agents. Paul Feltovich and his 
colleagues, in their paper, Social order and 
adaptability in animal and human cultures 
as an analogue for agent communities: 
towards a policy-based approach, discuss 
some of the ways social order is maintained 
in animal and human realms in order to 
enrich our thinking about communities 
of agents. Specific work in agent-human 
interactions, using signalling of intended 
behaviour, is described, as is technical 
and social policy. 

Federico Bergenti, in Formalizing the 
reusability of software agents, compares 
the reusability of agent-oriented and 
component-based technologies. His work 
suggests that—since agents are abstrac-
tions belonging to a new knowledge 
system level, and are described in terms 
of high-level concepts—the agent-oriented 
approach enables some concepts to be 
formalized more easily than traditional 
component-based methods. Illustrating 
this is his formalization of two problems, 
studied for some time in the literature: 
semantic interoperability and semantic 
composability. Another conclusion he 
reaches is that agents are potentially 
more reusable than components, though 
this may come at a cost.  

The notion of competent agents is dis-
cussed in a paper written by Ulle Endriss 
and his colleagues: Competent agents and 
customising protocols. It argues that the 
ability to merely conform to a protocol, in 
the sense of not uttering any illegal dia-
logue moves, is not sufficient for an agent 
to be a competent user of that protocol. 
The notion of competence as the ability 
of an agent to reach a particular state of 
the interaction allows the authors to dem-
onstrate automated competence checking 
of logic-based agents.  Customization of 

protocols is suggested for use by agents 
that are not fully competent.   

Robert Tolksdorf and Ronaldo Menzes’s 
paper—Using swarm intelligence in Linda 
systems—addresses the problem of scal-
ability of tuple-space systems.  Here the 
environment is explicitly considered as 
the context in which the individuals work 
and observe. The environment has a 
state that can be observed and changed 
by individuals.  

In general discussion, aside from par-
ticular references in the presentations, the 
importance of the coordination medium was 
stressed: including the use of coordination 
artifacts used for embedding instructions 
etc.. Also, the interactions between agents 
and ordinary objects, as well as with the 
infrastructure, were considered. The overall 
message was not to be so focussed on 
the agents that the environment is forgot-
ten. At the very least, one might want a 
blackboard or tuple space in the project 
to collect results and information. It may 
sometimes be better to have smarter 
environments than smarter individuals, 
or a combination of both. 

Papers and presentations from the 
workshop are available online,1 and se-
lected papers are to be published in the 
Lecture Notes in Artificial Intelligence series 
(Springer-Verlag).

Penny Noy
Department of Computing
City University, London, UK
E-mail: p.a.noy@soi.city.ac.uk
http://www.soi.city.ac.uk/~dk707
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Penny Noy is a research student working 
in the visualization of complex systems, 
and is part of agents@city within the 
Distributed and Intelligent Systems Group 
at City University.

Let us fund your travel
The AISB offers two student travel grants per year, each of 
£300. In 2004/5 two of the four grants are being tied to 

specific conferences: ECAI ‘04 and IJCAI ‘05. If you’d like to 
apply for the cash, please see the details at:

http://www.aisb.org.uk/awards.html
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Our current membership is well over 400 people with 
interests in a variety of disciplines within the fields 
of artificial intelligence and simulation of behaviour. 
This has been reflected in the variety of articles 
that we have seen in the Quarterly, which is now 
packed with summary articles on the latest findings 
in AI. In addition to this, we have a twice-yearly 
journal that covers in-depth articles on AI research 
(and for which we have found a number of new 
Editorial Board members, see below). We feel this 
serves our members interests well and hope that 
you share this view.

Part of our membership fees go toward funding 
travel awards so that students are able to attend 
national and international conferences. We now give 
two £300 awards each year, which we believe is more 
realistic in terms of today’s financial realities. If you 
are a student member and wish to apply, then you 
should email travel@aisb.org.uk with details of the 
conference you wish to attend. Those interested in 
attending the ECAI 2004 conference are particularly 
welcome to apply, as we have set aside one of our 
grants for this meeting both to strengthen our links 

with ECAI and encourage student attendance.
We are also currently developing a database of 

membership interests. This will be useful for several 
things, such as putting members in contact with 
others located nearby or who do research similar 
areas, and for putting names forward as potential 
reviewers of articles. If you are interested in this and 
have not yet given your details to AISB, then print 
off the relevant page from the membership form on 
the AISB web pages1 and send it to our offices. 

Last, but not least, we always like to encourage 
current members to contact friends/colleagues who 
they feel might like to join AISB. One approach is to 
send them the web address1 so they can see what 
the Society offers. For example, they can have a 
look at previous Quarterly newsletters on the site, 
plus the contents of past issues of the Journal…

Gary Jones 
Membership Secretary 
E-mail: membership@aisb.org.uk

1. http://www.aisb.org.uk/

Membership Report

Submit your paper to the Journal
The AISB Journal publishes high-quality papers presenting original and substantial re-

search work in the areas of interest of Artificial Intelligence, the Simulation of Behaviour, 
Cognitive Science and any related fields. Interdisciplinary submissions are particularly 

welcome.

Eduardo Alonso and Geraint Wiggins are the AISBJ managing editors. The Editorial Board 
consists of world-leading researchers in knowledge representation and reasoning, planning, 
machine learning, natural language processing, robotics, vision, AI industrial applications, 

cognitive sciences, agents and multi-agent systems, evolutionary computing and computa-
tional creativity.

John Barnden, The University of Birmingham, UK
David Bree, University of Manchester, UK

Paul Davidsson, Blekinge Institute of Technology, Sweden
Ramon López de Mántaras, Artificial Intelligence Research Institute, Spain

Nick Jennings, University of Southampton, UK
Rob Milne, Intelligent Applications, UK

Ulrich Nehmzow, University of Essex, UK
Tony Pridmore, University of Nottingham, UK

Frank Ritter, Penn State University, USA
Peter Ross, Napier University, UK

Gerhard Weiß, Technische Universität München, Germany
Geraint Wiggins, City University, UK

The editorial board is pleased to call for papers for Volume 1, Number 6, to be published 
at the end of 2004. Papers must be e-mailed as PDF files to the eduardo@soi.city.ac.uk. 
Please use the LaTeX template for the submissions available at AISBJ web-page (http://

www.aisb.org.uk/aisbj/index.html). Papers are limited to 25 pages and should include only 
text and black-and-white line diagrams (authors requiring more complicated diagrams, 

such as half-tones and photographs, should contact the editors).
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Next AISBQ deadline
21 May 2004

AISBQ reaches hundreds of Artificial 
Intelligence and Cognitive Science
researchers in the UK, Europe, and 
beyond. Advertising and other

information is available via:

http://www.aisb.org.uk/qhome.html

This page includes full guidelines for 
the submission of book/conference
reviews and technical articles. Books 

available for AISB members to review are 
also listed.

Father Hacker’s Guide 
for the Young AI Researcher

About the Society
The Society for the 
Study of Artificial Intel-
ligence and Simulation of 
Behaviour (AISB) is the 
UK’s largest and foremost 
Artificial Intelligence 
society. It is also one of 
the oldest establised such 
organisations in the world.

The Society has an 
international membership 
of hundreds drawn from 
academia and industry. 
Membership of AISB is 
open to anyone with 
interests in artificial intel-
ligence and cognitive and 
computing sciences.

AISB membership includes 
the following benefits:

• Quarterly newsletter
• Biannual Journal
• Travel grants to   
 attend conferences
• Discounted rates at
 AISB events and   
 conventions
• Discounted rates on  
 various publications
• A weekly e-mail bulletin
 and web search engine
 for AI-related events
 and opportunities

You can join the AISB 
online via:
http://www.aisb.org.uk

The key to a successful research career is to publish the maximum number of papers with the 
minimum amount of effort. To achieve this it is essential to know….

10. How to write papers
1. To succeed in getting your work accepted for 
publication, you must pick referees who will like 
your papers. But surely the journal editor or con-
ference programme chair chooses the referees, not 
the author? That kind of defeatist thinking is for 
losers. Editors are busy people—and programme 
chairs even busier. They use simple heuristics to 
choose referees; master these heuristics and you 
can choose your own. Cite several papers by your 
chosen referees. Explain clearly in the introduction, 
abstract and even title (the editor will not read 
further than this) that your work builds on that of 
your preferred referees.
2. Choose a topic that will appeal to your referees. 
Something accessible, i.e. not too technical, with lots 
of fireworks, will leave them with a warm glow. A 
polemic usually goes down well. Choose a popular 
target and you will carry both your referees, and 
eventual readers, with you. Attacking very technical 
and mathematical approaches to the field can work 
very well. You will be supporting the prejudices of 
many of your readers and reassuring them that 
they can safely avoid the hard work involved in 
mastering difficult material. You don’t need to say 
anything original: reinforcing common misconceptions 
and restating previous criticisms are sufficient. Set 
your students the task of trawling the literature and 
summarising previous critiques—especially obscure 
or forgotten ones that you can safely claim as your 
original contribution. A polemic also has the major 
advantage of not requiring prior experimental or 
theoretical research, minimising the effort required 
to write it, as desired.

Ensure you get the referees of 
your choice with Hacker’s DECK-

STACK™…

…Determine Editorial Choice of 
Kindly Souls who on your Treatise 
Are Commendably Keen. It applies 
a large collection of heuristic rules 

to persuade the editor to be kind to 
your paper.

3. Just as you have carefully identified your po-
tential supporters, you should also identify those 
who will hate your paper. Get your retaliation in 
first by attacking them fearlessly—and by name. 
Such attacks will provide the necessary fireworks. 
Programme chairs,  especially, love papers that 
create controversy at their conference. But isn’t 
this a dangerous strategy, your wounded opponents 
are likely to be picked as referees? This was likely 
anyway, and they were never going to recommend 
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your paper. At least this way their counter-attack 
will be weakened: they may be stampeded into a 
rash over-reaction, undermining their criticism, and 
you can always accuse them of bias. If you are 
really lucky, they will be stung into publishing a 
rejoinder. Your polemic will now be promoted into 
a controversial issue. This is your meal ticket to 
a sequence of papers as the issue is batted back 
and forwards.

Turn on the heat with Hacker’s 
FLAME™… 

…Fault-find, Libel, Argue-against 
and Mock your Enemies. Given a few 
carefully chosen quotations, it will au-

tomatically construct your polemic.

4. Polemics sidestep the standard scientific conven-
tions when it comes to organisation: background, 
specification, implementation, results, further work, 
are all irrelevant in the polemic. Start your paper with 
(your version of) your opponents’ position, followed 
by a bold denunciation. Continue by illustrating each 
of your criticisms with selective quotation from their 
papers: choose obscure and over-technical passages, 
which you are then free to interpret for the reader 
so as to most effectively make your point. State 
your views forcefully and colourfully. This will not 
only provide the necessary fireworks and stir up a 
controversy, but it will allow plenty of openings for 
your opponent to come back with a rejoinder and 
plenty of scope for your second paper, clarifying 
the first.
5. If you are really stuck for a topic, you can always 
write a polemic against polemics.  


