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The AISB’08 Convention: Communication, Interaction and Social Intelligence

As the field of Artificial Intelligence matures, AI systems begin to take their place in human society as our helpers. Thus it
becomes essential for AI systems to have sophisticated social abilities, to communicate and interact. Some systems support
us in our activities, while others take on tasks on our behalf. For those systems directly supporting human activities,
advances in human-computer interaction become crucial. The bottleneck in such systems is often not the ability to find
and process information; the bottleneck is often the inability to have natural (human) communication between computer
and user. Clearly such AI research can benefit greatly from interaction with other disciplines such as linguistics and
psychology. For those systems to which we delegate tasks: they become our electronic counterparts, or agents, and they
need to communicate with the delegates of other humans (or organisations) to complete their tasks. Thus research on
the social abilities of agents becomes central, and to this end multi-agent systems have had to borrow concepts from
human societies. This interdisciplinary work borrows results from areas such as sociology and legal systems. An exciting
recent development is the use of AI techniques to support and shed new light on interactions in human social networks,
thus supporting effective collaboration in human societies. The research then has come full circle: techniques which
were inspired by human abilities, with the original aim of enhancing AI, are now being applied to enhance those human
abilities themselves. All of this underscores the importance of communication, interaction and social intelligence in current
Artificial Intelligence and Cognitive Science research.

In addition to providing a home for state-of-the-art research in specialist areas, the convention also aimed to provide
a fertile ground for new collaborations to be forged between complementary areas. Furthermore the 2008 Convention
encouraged contributions that were not directly related to the theme, notable examples being the symposia on “Swarm
Intelligence” and “Computing and Philosophy”.

The invited speakers were chosen to fit with the major themes being represented in the symposia, and also to give a
cross-disciplinary flavour to the event; thus speakers with Cognitive Science interests were chosen, rather than those with
purely Computer Science interests. Prof. Jon Oberlander represented the themes of affective language, and multimodal
communication; Prof. Rosaria Conte represented the themes of social interaction in agent systems, including behaviour
regulation and emergence; Prof. Justine Cassell represented the themes of multimodal communication and embodied
agents; Prof. Luciano Floridi represented the philosophical themes, in particular the impact on society. In addition there
were many renowned international speakers invited to the individual symposia and workshops. Finally the public lecture
was chosen to fit the broad theme of the convention – addressing the challenges of developing AI systems that could take
their place in human society (Prof. Aaron Sloman) and the possible implications for humanity (Prof. Luciano Floridi).

The organisers would like to thank the University of Aberdeen for supporting the event. Special thanks are also due to
the volunteers from Aberdeen University who did substantial additional local organising: Graeme Ritchie, Judith Masthoff,
Joey Lam, and the student volunteers. Our sincerest thanks also go out to the symposium chairs and committees, without
whose hard work and careful cooperation there could have been no Convention. Finally, and by no means least, we would
like to thank the authors of the contributed papers – we sincerely hope they get value from the event.

Frank Guerin & Wamberto Vasconcelos
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The AISB’08 Symposium on Style in Text: Creative Generation and Identifica-
tion of Authorship

This symposium aims to draw together researchers from two areas that have recently received attention: creative com-
puting and forensic computational linguistics. We wish to foster interchange of experience and ideas from researchers
interested in automated generation of text under various stylistic constraints, and researchers interested in identifying the
authorship, origin or style of given texts. This can be viewed as two sides of a coin: creative generation or production of
text; and identification of specific creative or distinctive factors.

Rodger Kibble
Sarah Rauchas

Symposium Chairs:
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Revisiting the Donation of Constantine
Francesca Frontini1 and Gerard Lynch2 and Carl Vogel2

Abstract. Techniques developed for synchronic text classification
problems are applied to a significantly diachronic dataset. The scale
of the temporal categories appears to matter. The problem addressed
is that of using automated text classification methods to temporally
locateThe Donation of Constantine. The results reported do not con-
tradict the analysis of Lorenzo Valla from 1440, claiming the docu-
ment a forgery, but suggest that it is a very good forgery. This con-
tributes to establishing the validity of these classification methods as
applied to temporal categories and small datasets.

1 BACKGROUND

Some current work in computational linguistics returns to classical
problems in historical linguistics [17, 7, 16, 18]. We apply text clas-
sification techniques using chronologically determined categories for
a corpus of Latin texts. We report on experiments using letter bigram
distributions as an index to Latin morphology and language change in
Latin over time from extensive use of explicit case marking and free
word order towards a period of scant variation in constituent order in
written Latin. We focus onThe Donation of Constantine (hereafter,
the DOC) [2, 5].

By this name is understood, since the end of the Middle Ages, the
alleged testament of Emperor Constantine the Great (272-373 AD),
which is constructed as a bequest to the papacy, and used as a land
claim by that institution. This document is without doubt a forgery,
fabricated somewhere between the years 750 and 850. Its authentic-
ity has been questioned all through the Middle Ages, but it wasn’t
until the XV century that its falsity was known and demonstrated. In
1433, in hisDe Concordantia Catholica, Nicholas of Cusa judged
it as apocryphal. Some years later (1440) Lorenzo Valla (De falso
credita et ementita Constantini donatione declamatio, Mainz, 1518
[5]) proved the forgery through the analysis of linguistic, stylistic and
content anachronisms. Its authenticity was yet occasionally defended
until Baronius, Cardinal and ecclesiastical historian, admitted in his
“Annales Ecclesiastici” that the DOC was a forgery, whereafter it
was soon universally admitted to be such [10, 12].

Although there appears to be a consensus that the text is a forgery,
the document remains a focus of research into dating its language.
For example, [6] is a recent work that examines the provenance of
a phrase that appears in the document (“urbis Romae episcopo et
pape”), whether this is best translated as “the bishop of the city of
Rome and Pope” or “the bishop and pope of the city of Rome”) due
to the relative frequency of this description of the Pope in the 8th
century and the resulting pragmatic force.

We revisit the question of dating the DOC using solely features of
the text. The extent of text-external features isa priori classification

1 Dipartimento di Linguistica, Università degli Studi di Pavia, Italy
2 Computational Linguistics Group, Intelligent Systems Lab,Trinity College

Dublin, Dublin 2, Ireland{vogel,gplynch}@tcd.ie

of textual categories by the period of composition. The first analysis
classifies the text using categories individuated by authorship (about
248 alternatives; plus 44 texts that are from anonymous sources), and
the second considers the text with respect to seven temporal periods.
The first analysis is interesting in revealing a 4th century historian as
the source of text most similar to the questioned document. This does
not contradict Valla, but suggests that as a forgery it potentially had
a particular source from the target period as an exemplar. The second
set of experiments divide the texts into broad temporal periods, ex-
tending to the contemporary period. This supplies additional support
for claims of validity of the classification methods by suggesting that
the text does not pattern well with Latin texts from 1400 to 1650, and
less well with texts composed in the period from then until today.

The paper briefly outlines the methods which are tested here (§2)
and describes the composition of the corpus (§3). In section§4, §5
and§6 we detail the experiments and demonstrate the outcomes. We
conclude by indicating a range of other sorts of studies that we intend
to explore specifically with respect to DOC, but more importantly in
examining language change in Latin.

2 METHODS

For purposes of authorship attribution in forensic contexts, it has
been suggested that letter unigram distribution analysis provides an
anchor into the most reliable classification methods [3, 4]. The in-
tuition behind reliability is the replicability of this level of tokeniza-
tion: one may elect to count spaces, numbers, punctuation marks or
not, but having made that decision there is no dispute about what
counts as a letter. This is the opposite end of the spectrum from gen-
eral linguistic “habits” that may figure into some methods of analy-
sis [8]. Even hand tagging of part of speech gives rise to the need to
assess inter-rater reliability. The more abstract the linguistic feature
employed, the less agreement there will be about its application in
individuating instances. This is in no small part because of gradience
within linguistic categories [1].

One can conduct attribution studies with text-internal methods, ex-
ternal methods, or some hybrid [9]. External methods include reason-
ing about contemporaries and the descriptive content of the text, such
as pointing out anachronisms. Here, we focus on the form of words
in the texts, not the semantics.

The methods applied to assessing these distributions derive from
suggestions about word-level tokenization from [14, 13] in connec-
tion with comparing corpora and, in that process, assessing corpus-
internal homogeneity. The work here begins by collecting and indi-
viduating files of text. The input to the methods is an index of files
and theira priori category. For the experiments reported in this pa-
per, we balanced the file sizes at about 4KB of lines (using the unix
split command). For these experiments, the natural category for a file
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is the name of its author3 or the period of Latin during which it was
composed. We used letter bigram tokenization and record frequency
distributions of letter bigrams in each file. We have used letter bi-
grams in order to capture the most productive unit of grammatical
morphology encoding in Latin; however, for general classification
letter unigrams have been proven quite useful [21, 11]. Pairwise sim-
ilarity indices are constructed for all of the files using the cumulative
chi-square value for each of the bigrams. The chi-square value is
based on observed occurrences relativized to the file size (the normal
computation of chi-square using observed values and expected val-
ues); this statistic is summed for each bigram that appears in either
of the two files, and then divided by the number of degrees of free-
dom (essentially, the number of comparisons). In a divergence from
the normal use of the chi-square test, we are not using the value to
conclude that distributions are distinct or to reject a null hypothesis
that they are random selections from the same population [15], but
in order to rank their similarity. Thus, neither do we exclude from
analyses comparisons with less observed frequencies less than the
value five, as one ordinarily does when applying the chi-square as an
adversarial test and not as a measure of similarity.

The rank ordering of similarity scores for each pair of files is then
input to the Mann-Whitney rank ordering test to examine the sig-
nificance of categories of files. For eacha priori category, and each
file within that category, we determine which categories the file fits
best (the rank order of comparisons with the questioned file and the
other files for each possible category is what one reasons with using
the Mann-Whitney). Thus, each of the files within a category may or
may not come up as significantly well suited to itsa priori category
and also with respect to other categories, simultaneously [20]. For the
experiments reported here we are very generous in considering even
p < 0.25 significance attached to similarity of a file with respect to
a category as a relevant level of similarity. We use an additional level
of significance testing for assessing category homogeneity—this is
in thinking of a testing the fairness ofc-sided coins, wherec is the
number of categories and the number of tosses is determined by the
number of files in a category; thus, Bernoulli schema let us decide
whether sufficiently many files are attributed to a category to deem
the category homogeneous [19]. As sometimes the best fit category
for one or more files of ana priori category is instead some other
category, it is useful to also consider those alternative assignments.

3 CORPUS

The Latin Diachronic Corpus was sourced from the Internet. Latin
sections are available on several text repositories on the web, such
as Project Gutenberg4 and Bibliotheca Latina at IntraText.5 More
specific sources are:www.thelatinlibrary.com and www.
documentacatholicaomnia.eu. The primary source for the
texts used here has actually beenwww.thelatinlibrary.com
because it appears to be the most complete and with the widest di-
achronic span. Further, all of the texts are in the same html format.
The documentation for the website indicates that

“Many were originally scanned and formatted from texts in
the Public Domain. Others have been downloaded from vari-
ous sites on the Internet (many of which have long since disap-

3 The name of the author and particular work would also have beenreason-
able.

4 www.gutenburg.org – Last Verified, January 14, 2007.
5 www.intratext.com/LATINA/ – Last Verified, January 14, 2007.

peared). Most of the recent texts have been submitted by con-
tributors around the world.”6

The whole site has been downloaded using the program wget.
Pages not holding Latin texts were discarded. The html pages were

automatically transformed into plain text:

• no accented or special characters
• no arabic numbers (to get rid of page numbers and other indexing

numbers)
• no punctuation (which is spurious with respect to authorship in

Latin, being added by the editor of the phylologic edition)
• substitution of U→ V and u→ v;

These changes are all intended to normalize the texts in a principled
way. In modern Latin transcriptions, graphemes<u> and<v> were
used to express the allophones of the unique old Latin phoneme/u/,
which had an approximant pronunciation (such as in English<w>)
and a plain vocalic one. Standards of transcription differ from text to
text. This change prevents spurious heterogeneity. Making the sub-
stitution does not lose information, since the pronunciation is re con-
structable from phonemic context.

The files downloaded were renamed to indicate the age, authorship
and work associated with each file. The temporal periods were:

1. archaic age: early Latin text until 100 B.C.
2. classical age: 100 A.D. - 250/300 A.D
3. late imperial Latin: 300 - 600
4. early middle ages: 600 - 1000
5. high middle ages: 1000 - 1400
6. humanists: 1400-1650
7. modern and contemporary Latin: 1700 - today

The division between period 1 and 2 is quite clear from the point
of view of language change. Whereas the first period is characterized
by a higher degree of instability in the morphosyntactic features, as
well as by archaisms in the lexicon, period 2 witnessed the creation
and establishment of a standardized literary language whose rules
were explicitly codified by grammarians and strictly followed.

Probably the most problematic division is the one between classi-
cal age (2) and late empire (3). From the literary and artistic point of
view it is certainly objectionable to put classical authors such as Ci-
cero, Virgil and Ovid (latinitas aurea), as we have done, in the same
category with later authors (the so calledlatinitas argentea),7 but
from the point of view of linguistic change, especially of a highly
conventionalized written language, it seemed plausible to create a
broader category. The idea was to separate the mostly pagan classic
and imperial Latin from the Christian literature which flourished in
the late empire. The limit was set to 313 A.D., the year in which
the Edict of Milan was issued by emperors Constantine and Licinius,
proclaiming religious tolerance in the Empire, which set the path for
Christianity to become a state religion.

Period 4 is characterized by the decay of Latin as spoken language,
and by the emergence of Romance Languages. From the point of
view of the literary language though, Latin established itself as the
official language both of Church and Empire. Study of Latin revived
especially in the IX century under Charlemagne (the so called “Car-
olingian Renaissance”). The boundary between 4 and 5 is not only

6 Seehttp://www.thelatinlibrary.com/about.html – Last
verified, January 13, 2007.

7 The latinitas aurea is latin for “the Golden Age of Latin” (75 B.C. to 14
A.D.); the “Silver Age of Latin” refers to the later period from from 14
A.D. to 200 A.D.
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motivated by historical reasons—the new millennium being a con-
ventional turning point from the early to the high Middle Ages—but
also by linguistic ones. This period saw the coming of age of the new
national languages used (both in the Romance as well as in the Ger-
manic area) for the first time in the written medium as well. With
the birth a literature in the modern languages, most of the authors be-
longing to this period became not only bilingual in speech (as already
in period 4) but also in their written production (e.g. Dante).

As for period 6, it is known that Humanism is a movement, rather
than a period, characterized by the rediscovery of the classics and the
adherence to the Ciceronian style in the production; it spread from
Italy and its influence reached the different parts of Europe in dif-
ferent moments between 1400 and 1650. In this category, we include
authors who might show distinctive humanistic (that is classical) fea-
tures in their style, thus avoiding the influence of the medieval cat-
egory and upon the last category, which is composed by a series of
very heterogeneous texts, dominated by the scientific Latin of the
18th, 19th century, as well as by the Latin of the church.

In this classification, the purported period for the Donation of Con-
stantine is category 3 for late imperial Latin, and the accepted actual
period of the text is category 4 of the early Middle Ages. However,
finding similarity to the classical period is clearly relevant. No effort
is made to balance the corpus by genre.

4 EXPERIMENT 1

Because the text of DOC amounts to only about 20K bytes, we in-
dividuated all of the files into approximately 4K chunks; this meant
splitting DOC into six files. Removing files that were too small (less
than 1K) left 19,963 files to be classified by author. In any run we
examined five files of each category, 79 categories. Sources with too
few files of sufficient size were eliminated in arriving at the 79 cat-
egories. This meant that we had balanced files by file size and cate-
gories for their number of constituent files. We analyze the aggregate
results across twenty such random samplings. The homogeneity in-
dex for a category is the average number of times that files from the
category fit best with the category itself.

Some of the more homogeneous categories are listed in Table 1.
To consider significance for this one wonders how many tosses out
of five coming up to the same side of a 79-sided die, in repeated
experiments, it would take to conclude that the die is not fair: three is
rather significant (p < 0.005). If the die is not fair, it is safe to reject
the hypothesis that the files are clustering with their category because
of random chance and accept that it is for reasons of meaningful
similarity among the files. The rank ordering is based on similarity,
after all. Note a preponderance of 4th century sources among the
most homogeneous listed in Table 1. This might lead one to expect
this temporal category to be the most heterogeneous. This is not the
case, as is shown in the next section.

Thus, clearly the DOC is self-homogeneous as a document to have
so high an index (2.737) after so many runs when being considered
with respect to over 300 sources. However, recall from§2 that it is
useful to examine the categories which are best fits for files of some
category when theira priori category is not the best fit. In the case of
the DOC, it finds Albert of Aix, Addison, Cassiodorus, Gregory of
Tours and William of Tyre one time each in total across the 20 sam-
plings. However, the remarkable thing is that the texts find Ammi-
anus as a most similar alternative source 13 times. Note that Ammi-
anus is particularly homogeneous in these experiments. This is strik-
ing given that the category is divided into 248 files, in contrast with
the six files of the DOC. With regard to the dating of the document,

Table 1. Most homogeneous author categories

Source Approximate Period Homogeneity
Addison 19th C AD 5.0
Albertanus 13th C AD 2.526
AlbertofAix 12th C AD 3.738
Ammianus 4th C AD 4.632
Apicius 4th C AD 4.316
Arnobius 4th C AD 2.842
Bultelius 16th C AD 4.368
Claudian 4th C AD 3.211
Commodianus 3rd C AD 4.632
DOC 8th C AD 2.737
Descartes 17th C AD 4.053
Gestafrancorum 12th C AD 4.053
Juvenal late 1 early 2nd C AD 3.263
Kempis 15th C AD 3.789
Kepler 16-17th C AD 2.895
Walter 12th C AD 2.842

while this does not refute accepted claims that the text was composed
during the early middle ages, it is very interesting that the most re-
liable alternative source dates to the late imperial period, in which
the text was originally claimed to have been written. This could per-
haps point to Ammianus a source of language directly influencing
the forgery.

5 EXPERIMENT 2

We also wished to consider the text from the point of view ofa priori
temporal categories. We used the seven categories described in§3.
Naturally, the category corresponding to the DOC is skewed in size
in comparison to the other categories, but it is still useful to examine
its texts in this way.

5.1 Temporal Categories with the Donation
Isolated

As in the first experiment we took samples of five files from each
category, however we ran 1000 such experiments. Table 2 shows the
results. It is unsurprising that the DOC is the most homogeneous
since it is a single text split into six constituent files from which five
are chosen in any one experiment, while the other categories have
many more from among which to choose five.

Table 2. Homogeneity of Temporal Categories

Period Homogeneity
1archaic 1.569
2classic 2.247
3late 0.452
4earlyMA 1.252
5highMA 0.771
6humanism 1.018
7modern 0.779
donation 4.99

It is again very useful to consider the alternative assignments. First
of all, Table 3 demonstrates that the best alternative category for the
category defined by the DOC, out of 1000 runs, finds the classical pe-
riod seven times (the period close to the claimed time of writing) and
the high middle ages, twice. We emphasize that both are extremely
small figures: in 1000 experiments involving five files each, only nine
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occasions was a DOC file not most similar to the DOC as a category.

Table 3. Alternative fits for the Donation of Constantine

Period Fits out of 1000
1archaic 0
2classic 7
3late 0
4earlyma 0
5highma 2
6humanism 0
7modern 0

5.2 Temporal Categories Including the Donation

The homogeneity values for the temporal categories in Table 2 sug-
gest a replication of that experiment with just seven categories: once
with the files of the DOC recorded in category 4, the high Middle
ages where consensus dates the document; and once with the files
recorded with category 3. With repeated sampling, again 1000 ex-
periments, and these texts recorded with a larger category, such that
the DOC will not figure into the random selection of each and ev-
ery experiment (as the construction from this section forces). Signif-
icance for this construction is as follows: eight categories and five
files within a category are selected; for three to be assigned to its
a priori category is only approaching significance (p < 0.15), but
four is statistically significant (p < 0.01). Thus, only the Donation
as a category is homogeneous. We do not expect any great changes
to the values recorded for the proper temporal categories in Table 2
for either of these permutations.

Consider the case in which the files of the DOC are categorized
with those of the late imperial period. Table 4 shows that the resulting
homogeneity of the revised categories is not significantly changed
(with seven categories and five choices, here, four out of five is sig-
nificantp < 0.05). Only the classical period approaches significance.
Both the late imperial period and the early Middle ages increase in
homogeneity when the texts of the Donation are considered part of
the late imperial period. The same is true when the texts are added to
the category of the early Middle Ages (see Table 5). However, here
the effect is much smaller. Further, both the late imperial period and
the early Middle Ages form more homogeneous categories when the
files of the donation are added to the late imperial period than when
they are added to the category of the Middle Ages. This suggests
greater compatibility with the earlier of the two periods.

Table 4. Temporal Homogeneity with the Donation in 3late

Period Homogeneity
1archaic 1.657
2classic 2.218
3late 0.520
4earlyMA 1.349
5highMA 0.917
6humanism 1.184
7modern 0.814

Then it makes sense to consider the succession of tables 6-12.
Initially we discuss the results in the first column of alternative fits
(“Exp 2.1”); the other two columns correspond to the repeated 1000

Table 5. Temporal Homogeneity with the Donation in 4earlyMA

Period Homogeneity
1archaic 1.681
2classic 2.254
3late 0.495
4earlyMA 1.282
5highMA 0.94
6humanism 1.05
7modern 0.811

experiments with the files of the DOC in 3late (“D3”), and then the
1000 experiments with those files in the category 4earlyMA (“D4”),
instead. As with Table 3 the entries are on the same scale: an en-
try like 453 “Fits out of 1000” experiments means that with 5000
selections of files from the period given by the table, 453 were alter-
natively assigned to the category provided by the row as a better fit
than the four other files in thea priori selection of five files for that
experiment. The bottom row in each of the tables provides the total
sum out of the experiments out of 1000 samples of five files per cat-
egory in which a file in the category that the table records (stated in
its caption) some find a category given by the earlier rows as a better
alternative fit than the category in the caption.

First notice that with the DOC as a separate category, in fact, the
classical period is the best alternative for each of the temporal cate-
gories. This speaks to the influence of that period on the language,
and apart from the immediately preceding and following periods its
best alternatives distribute more or less evenly, although with great-
est overlap with humanism. This is consistent with Latin being a dead
language by the time of the 6th century; from that period Latin was
learned from written texts rather than ambient spoken language. Dur-
ing the humanism period, classical texts were consciously sought and
rediscovered, influencing further the Latin in use during the human-
ism period. The pattern of similarity of periods of Latin to earlier and
later periods is consistent with accepted philological thought. Table
6 shows that the archaic period finds as its best alternative the imme-
diately following classical period in nearly1

10th
of the tests.

The viability of the DOC as an alternative temporal category peaks
with the High Middle Ages (Table 10). This analysis supplies no evi-
dence supporting the claim that the DOC belongs to the late imperial
period. Support for assignment to the late imperial period is roughly
equal to that of the early middle ages.

Table 6. Alternative fits for the Archaic Period

Fits out of 1000
Period Exp 2.1 D3 D4
2classic 483 453 468
3late 15 15 27
4earlyma 92 92 80
5highma 48 53 67
6humanism 199 211 175
7modern 90 104 107
Donation 4 n.a. n.a.

Total Alternatives: 931 928 924

Inspection of the D3 and D4 columns reveals no change in the
trends observed for the Exp 2.1 column of each of the tables. The dif-
ferences that do exist are most interesting for the results reported in
Table 7, Table 8, Table 9, and Table 11. Where differences of interest
occur, it is because the location of the DOC texts within either cate-
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Table 7. Alternative fits for the Classical Period

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 2 2 4
3late 48 44 62
4earlyma 199 223 181
5highma 104 101 116
6humanism 299 331 304
7modern 186 181 195
Donation 31 n.a. n.a.

Total Alternatives: 869 882 862

Table 8. Alternative fits for the Late Imperial Period

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 0 0 0
2classic 474 483 505
4earlyma 145 148 141
5highma 117 113 130
6humanism 116 150 121
7modern 103 102 101
Donation 43 n.a. n.a.

Total Alternatives: 998 996 998

Table 9. Alternative fits for the Early Middle Ages

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 1 2 2
2classic 487 483 476
3late 40 34 42
5highma 139 146 184
6humanism 133 158 140
7modern 115 129 114
Donation 46 n.a. n.a.

Total Alternatives: 961 952 958

Table 10. Alternative fits for the High Middle Ages

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 0 0 0
2classic 437 413 450
3late 37 34 41
4earlyma 209 254 223
6humanism 141 164 142
7modern 95 107 112
Donation 56 n.a. n.a.

Total Alternatives: 975 972 968

Table 11. Alternative fits for the Humanism Period

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 1 2 4
2classic 600 592 597
3late 20 30 25
4earlyma 112 134 107
5highma 75 77 99
7modern 148 135 141
Donation 22 n.a. n.a.

Total Alternatives: 978 970 973

Table 12. Alternative fits for the Modern Period

Fits out of 1000
Period Exp 2.1 D3 D4
1archaic 2 1 0
2classic 560 546 548
3late 24 32 40
4earlyma 123 138 103
5highma 75 77 96
6humanism 192 187 182
Donation 6 n.a. n.a.

Total Alternatives: 982 981 969

gory 3 or 4 cause those categories, or the bellwether categories of the
classical period or humanist periods, to change in overall homogene-
ity. This is represented in these tables by heterogeneity in increase or
decrease in alternative assignments of the relevant categories.

Consider the overall force of these results. Take Experiment 2.1
(the first column in each of Table 6 through 12) as a baseline. In this
paragraph, we summarize the trends reflected in the bottom line of
each table. Of interest is the set of trends in homogeneity for each of
the a priori categories when the text of the Donation is folded into
either the late imperial period or the early Middle Ages. When the
numbers in these tables increase, it is a sign that the category in the
caption of the table has increased in heterogeneity. This is because
these tables reflect the best alternative fits for the captioned category.
Table 6 shows that when the DOC is added to the late imperial period
(D3), the archaic period becomes more homogeneous, but more still
when it is added to the early Middle Ages (D4). In the case of the
classical period (Table 7), the category becomes less homogeneous
when the DOC is in the late imperial period, but more so when it is
in the early Middle Ages. The late imperial period (Table 8) becomes
marginally more homogeneous when the DOC is within it (D3), and
remains constant if the DOC is in the early Middle Ages (D4). The
early Middle Ages (9) becomes more homogeneous with the DOC
in it (D4), but is still more homogeneous with the DOC in the late
imperial period (D3). The high Middle Ages (Table 10) is more ho-
mogeneous when the DOC is placed in either of the two periods, but
slightly more so with it in the early Middle Ages. The humanism pe-
riod (Table 11) is also more homogeneous with the DOC in either
the late imperial period or the early Middle ages than in the baseline,
but here, more so with it in the late imperial period (D3). Finally, the
modern period (Table 12) is also more homogeneous with the DOC
in either of the categories, but much more so with the DOC in the
early Middle Ages (D4).

The tables for the late imperial period (Table 8) and the early Mid-
dle ages (Table 9) are the most critical. Both the late imperial period
and early Middle Ages are more homogeneous when the DOC is
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considered as part of the late imperial period, the period in which the
DOC claims itself to have been composed. Table 8 shows that the
late imperial period finds the early Middle Ages as a best alternative
marginally more when the DOC is in the late imperial period than
when it is in the early Middle Ages. On the other hand, the early
Middle Ages (Table 9) finds the late imperial period as a best alter-
native slightly less when the DOC is part of the late imperial period,
and marginally more when the DOC is part of the early Middle Ages.
Thus, there is equivocal support for locating the DOC in either of the
two periods—slightly stronger similarity with the late imperial pe-
riod emerges.

6 EXPERIMENT 3

As a control, we conducted a comparable analysis isolating the text of
Apicius, who actually wrote in the 4th century, the period we are us-
ing as our 3rd category, Late Imperial Latin (3late). Recall from Ex-
periment 4 that this was one of the relatively homogeneous sources,
albeit based on a small number of files (15). The motive for choosing
the source is partly that it actually is from exactly the Late Imperial
Period in which the Donation was claimed to have been written.

6.1 Temporal Categories with Apicius Isolated

As in isolating the DOC we first consider the text from the point of
view of a priori temporal categories. We used the seven categories
described in§3. Again, we ran 1000 experiments, sampling five files
from each of the temporal categories plus Apicius as a category, each
time. The DOC was left categorized with the early Middle Ages as
per scholarly consensus. Table 13 shows the results. It is unsurprising
that Apicius is the most homogeneous since it consists of fifteen files
from which five are chosen in any one experiment, while the other
categories have many more from among which to select five. There
is little change in the significance of homogeneity of the temporal
categories with the texts of Apicius isolated.

Table 13. Homogeneity of Temporal Categories

Period Homogeneity
1archaic 1.636
2classic 2.143
3late 0.464
4earlyMA 1.235
5highMA 0.852
6humanism 1.035
7modern 0.751
Apicius 4.815

Table 14. Alternative fits for Apicius

Period Fits out of 1000
1archaic 1
2classic 58
3late 1
4earlyma 43
5highma 34
6humanism 23
7modern 24

Table 14 is to be compared with Table 3. Notice that when it is
considered on its own as a category, it has considerably more fits with

alternative categories than the DOC. Its most frequent alternative fit
is the classical period, and strikingly, its best alternative fit is rarely
its natural category (3late), just as for the DOC on both points.

6.2 Temporal Categories Including Apicius

The next tables consider the homogeneity of the seven temporal cate-
gories with the DOC where consensus locates it, but with the texts of
Apicius varying between the late classical period and the early Mid-
dle Ages. The significance values are as in Experiment 2. In Table 15,
homogeneity of 3late is lessened with Apicius in that category. Ta-
ble 16 shows that the homogeneity of 3late increases when Apicius
is classified as belonging to the early Middle Ages, and that period
decreases.

Table 15. Temporal Homogeneity with the Apicius in 3late

Period Homogeneity
1archaic 1.624
2classic 2.222
3late 0.473
4earlyMA 1.268
5highMA 0.962
6humanism 1.231
7modern 0.839

Table 16. Temporal Homogeneity with the Apicius in 4earlyMA

Period Homogeneity
1archaic 1.749
2classic 2.273
3late 0.524
4earlyMA 1.217
5highMA 0.880
6humanism 1.070
7modern 0.852

Tables 17-23 show the for the other seven periods what the fre-
quency of best alternative fits were. The first column represents the
best alternatives when Apicius is considered in isolation as a tempo-
ral category (note that, unlike the DOC, it is never a best alternative).
The second column displays the best alternative frequencies when
the texts of Apicius are considered as part of the late Imperial Pe-
riod, and the third column shows the results when Apicius is treated
as part of the early Middle ages.

Table 17. Alternative fits for the Archaic Period

Fits out of 1000
Period Exp 3.1 D3 D4
2classic 476 460 474
3late 28 14 31
4earlyma 90 83 94
5highma 55 54 39
6humanism 179 214 183
7modern 97 98 96
Apicius 0 n.a. n.a.

Total Alternatives: 925 923 917

Just as Experiment 2 did for the DOC, consider the results of an-
alyzing the temporal periods with the texts of Apicius isolated as
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Table 18. Alternative fits for the Classical Period

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 1 4 4
3late 50 49 69
4earlyma 206 193 203
5highma 111 121 111
6humanism 326 309 293
7modern 181 178 189
Apicius 0 n.a. n.a.

Total Alternatives: 875 854 869

Table 19. Alternative fits for the Late Imperial Period

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 0 0 1
2classic 504 469 529
4earlyma 149 133 137
5highma 116 141 106
6humanism 137 149 114
7modern 92 105 109
Apicius 0 n.a. n.a.

Total Alternatives: 998 997 996

Table 20. Alternative fits for the Early Middle Ages

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 0 2 1
2classic 508 479 501
3late 26 28 36
5highma 137 174 148
6humanism 167 172 145
7modern 112 110 134
Apicius 0 n.a. n.a.

Total Alternatives: 950 965 965

a baseline. The question, for each temporal period, is whether it is
more or less homogeneous with the texts of Apicius considered as
part of the late imperial period or as part of the early Middle Ages.
Again, as before, we first consider the ramifications of bottom line f
or each table. The archaic period (Table 17) is marginally more ho-
mogeneous with Apicius in the late imperial period and slightly more
so with those texts in the early middle ages. The classical period (Ta-
ble 18) shows greater homogeneity with Apicius in the late imperial
period than in the early Middle Ages, but both are improvements over
the baseline. The late imperial period (Table 19) is only marginally
more homogeneous than the baseline, regardless of which of the two
periods the texts are placed in. The early Middle Ages (Table 20) is
significantly less homogeneous than the baseline whether the texts
of Apicius are in the late imperial period or in the early middle ages.
The high Middle Ages (Table 21) are much more homogeneous with
Apicius in the late imperial period than in the early Middle Ages,
and the same is true of the humanism period (Table 22). The mod-
ern period (Table 23) decreases in homogeneity from the baseline,
regardless of which period Apicius is placed in.

Table 21. Alternative fits for the High Middle Ages

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 2 0 0
2classic 451 431 432
3late 34 35 52
4earlyma 232 228 247
6humanism 147 163 132
7modern 131 103 112
Apicius 0 n.a. n.a.

Total Alternatives: 997 960 975

Table 22. Alternative fits for the Humanism Period

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 1 0 0
2classic 618 584 600
3late 29 27 26
4earlyma 118 102 109
5highma 86 103 78
7modern 122 140 158
Apicius 0 n.a. n.a.

Total Alternatives: 974 956 971

Table 23. Alternative fits for the Modern Period

Fits out of 1000
Period Exp 3.1 D3 D4
1archaic 4 1 0
2classic 553 541 572
3late 34 20 36
4earlyma 114 116 106
5highma 87 100 82
6humanism 183 202 180
Apicius 0 n.a. n.a.

Total Alternatives: 975 980 976

As in §5, it is the difference for the late imperial period and the
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early Middle Ages that is of most relevance. Within Table 19, one
can see that with Apicius in the late imperial period, the number of
times that the early Middle ages as a best fit alternative for the late
imperial period as a category decreases (column D3), and fits with the
high Middle Ages increase. If the texts are in the early Middle Ages
(column D4), then the category for the late imperial period still has
fewer best fit alternatives to the early Middle Ages, and also fewer
to the high Middle Ages, but more to the classical period. Best fit
alternatives for the early Middle Ages (20) as a category also change
from the baseline: when Apicius is part of the late imperial period
(D3), alternatives for the early Middle Ages decrease with respect
to the classical period from the baseline, stay about the same for the
late imperial period, and increase for the high Middle Ages. With
the Apicius texts in the early Middle Ages (D4), that period finds
slightly fewer best alternative matches to the classical period, more
alternative matches to the late imperial period and more to the high
Middle Ages. These results show that the late classical period is a
good fit for the texts of Apicius: the late imperial period finds the
early middle ages as a best fit slightly more often when Apicius is
within the early Middle Ages than when it is within the late imperial
period, and the early Middle Ages finds the late imperial period as a
best alternative more when Apicius is placed within the early Middle
Ages than when it is in the late imperial period. Nonetheless, it is
striking that Apicius, a larger category than the DOC, is never the
best alternative for any of the other categories, in any of its 1000
samplings of five files.

7 CONCLUSIONS

First we try to synthesize the results of Experiment 2 and Experi-
ment 3. Both experiments constructed a baseline, by considering the
7 temporal periods and a sub-corpus considered in isolation. In both
experiments we add the sub-corpus to the late imperial period (the D3
column in the tables) and to the early Middle Ages (the D4 columns).

Hypothetically, if the sub-corpus is placed in its actual time pe-
riod, one might expect, relative to the baseline, the category for its
time period to have a reduced number of best fits with the competing
category, and one expects the competing category to have a reduced
number of best fits with the actual category. Moreover, if the sub-
corpus is placed in the incorrect time period of the two competitors,
then, relative to the baseline, one could expect the actual category to
have an increased number of best fits with the incorrect period, and
one expects the incorrect category to have a an increased number of
best fits with the actual category.

Examining a control, if Apicius is part of the late imperial pe-
riod (and it is), then when it is placed in the late imperial period, it
should, relative to the baseline, have a reduced number of best fits for
the early Middle Ages (and it does) and one expects the early Mid-
dle ages to have a reduced number of best fits with the late imperial
period (which it does not). If Apicius is placed in the early Middle
Ages (which is incorrect), then, relative to the baseline, there should
be a greater number of best fits for the late imperial period with the
early Middle ages (there are not), and an increased number of best
fits for the early Middle Ages with the late Imperial period (which
there are). Thus, the control does not actually fit expectations. This
points to the inconclusiveness of the sort of stylometric methods we
are using.

However, carrying the argument through, if the DOC is part of
the late imperial period, then when it is placed in the late imperial
period, it should, relative to the baseline, have a reduced number of
best fits for the early Middle Ages (and it does not) and one expects

the Early Middle ages to have a reduced number of best fits with the
late imperial period (which it does not). If the DOC is placed in the
early Middle Ages, then, relative to the baseline, there should be a
greater number of best fits for the late imperial period with the early
Middle ages (there are), and an increased number of best fits for the
early Middle Ages with the late Imperial period (which there are).

Thus, both Apicius and the DOC have dissociations from expec-
tations, if we have reasoned expectations correctly, but the dissocia-
tions are in different places. On one hand this speakes to the temporal
influence of one period upon another, independently, and on the other
hand it points out that the study to date is simply incomplete. It sug-
gests that there is as much reason to doubt the temporal attribution
of Apicius as there is the Donation of Constantine, or equally that
there is no more reason to doubt the claim of the Donation than there
is the provenance of Apicius. Apicius was chosen from within the
late imperial period because of its size, it is certainly not a random
sample—it merits additional investigation in its own right.

The name ”Apicius” actually refers to a collection of Roman cook-
ery recipes, usually thought to have been compiled in the late 4th
or early 5th century AD and written in a language that is in many
ways closer to Vulgar than to Classical Latin. In the earliest printed
editions it was given the overall title De re coquinaria (”On the
Subject of Cooking”), and was attributed to an otherwise unknown
”Caelius Apicius”, an invention based on the fact that one of the
two manuscripts is headed with the words ”API CAE”. Recall that
Table 1 records this sub-corpus among the most homogeneous, and
more so thanThe Donation of Constantine, its actual content make it
rather distinctive and perhaps not the most ideal on that basis to use
as a control in a study like this.

This paper reports on results to date in automatic analysis of cor-
pora constructed around diachronic categories. These experiments
on The Donation of Constantine show that internal analysis alone
is compatible with the possibility that the document is not a forgery.
External analysis derives from consensus in the literature that it is
a forgery. Thus, it must be a very good one from the point of view
of morphological similarities, whether or not they were intended as
such. The letter bigram analysis conducted here was intended to dis-
cern patterns of Latin morphology, and as a sub-lexical treatment it
explicitly abstracts over textual features that one might consciously
control. Authors tend to make lexical decisions, not orthographic
ones. Most texts are not lipograms. It is worth pursuing a possibil-
ity that Ammianus provided the source language input that shaped
the forger’s concept of fourth-century Latin. There is however, sub-
stantial reason to doubt such direct influence. Although Ammianus
was Greek and his native language was Greek, he composed History
in Latin, as the work was intended for Roman readers. The work con-
sisted of 31 books and earned the author a considerable reputation in
his day. It maintained at least some of its popularity until the 6th cen-
tury, but then fell into neglect and is not mentioned during the Middle
Ages. His work, given scholarship methods of the time, would not
have been natural for an 8th century forger to stumble upon.

To further these experiments we intend to replicate them with let-
ter trigram distributions. We also intend to record results for letter
unigrams and word unigrams. It would be appropriate to normalize
letters to upper-case. One obvious orthogonal advance would involve
expanding the corpus with works without contention in their associa-
tion to Constantine. This would give the problem a closer semblance
to an authorship attribution task than to a temporal location task. A
greater amount of text-external reasoning could perhaps be imple-
mented by restricting genre within the sampling.

This is one thread of our ongoing work in text classification with
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temporal categories. The corpus itself is useful in providing a source
of data with which to test our classification methods with respect to
other established claims in the literature, towards settling the validity
of the methods that we have been exploring. A goal for the research is
to reliably quantify certainty about attributions of texts to categories
on the basis of text-internal considerations. This is a necessary exer-
cise for forensic purposes if evidence from linguistic analysis is to be
acceptable to courts of justice.
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A Hybrid Statistical-Linguistic Model of Style Shifting  
in Literary Translation 

                                                               
                                                                        Meng Ji 
 
 
Abstract 1 . The present paper presents an original inter-
disciplinary study of style-shifting in literary translation, 
which draws upon methodologies and techniques from corpus 
stylistics and computational stylometry, and relevant 
sociolinguistic theories of style variation. Such an innovative 
approach to the literary translator’s idiosyncratic use of 
language sets out to address one of the most difficult issues in 
textual stylistics, i.e. the cognitive rationale behind style-
shifting in literary translation. Keywords: Textual statistics; 
Corpus stylistics; Computational stylometry; Style shifting; 
Multi-variant analyses; Context-motivated theory in literary 
translation; contrastive linguistics  
  
1. Outline of the current study  
 
It is argued in the present study that style-shifting in literary 
translation is a very complex phenomenon which requires a 
quantification of source text contextual information 
potentially explanatory to such an important creative process 
in literary translation, which has been rarely discussed in 
depth in past studies. To distinguish the cognitive nature of 
stylistic variation as a conscious strategy devised on the part 
of the translator from being a simple reflection of the 
translator’s writing habit, the context-motivated theory (CMT) 
is formulated and put to test with primary linguistic data 
retrieved from a parallel corpus containing Cervantes’s Don 
Quijote in seventeenth-century Castilian and its two modern 
versions in Mandarin Chinese.  
    The hypothesis-testing process has been greatly facilitated 
by the application and experimentation of statistical 
techniques which are widely used in social and behaviour 
sciences, despite that their productivity in text-based corpus 
stylistics remains largely under-explored. The interesting 
results obtained in the present study suggest that in the study 
of stylistic variation, which is a crucial representation of the 
creative nature of literary translation, an integral approach to 
the subject matter which combines the discriminating strength 
of quantitative statistical analysis with the explanatory power 
of adjacent sociolinguistic theories holds the key to a deeper 
understanding of the cognitive nature of the textual 
phenomena under investigation.  
 
 
 
 

                                                 
1 Humanities, Imperial College London, SW7 2AZ 
m.ji05@imperial.ac.uk  

2. Context-motivated theory of style-shifting in 
literary translation  
 
Style-shifting has always been closed associated with the 
study of context-motivated or proactive speech variation in 
sociolinguistics (see Labov, 1972; Bell, 2001; Eckert & 
Rickford, 2001), primarily in qualitative terms; while its 
exploration from a computational stylistic point of view seems 
to have been less discussed. However, the present paper will 
show that the topic of style-shifting may actually be further 
developed and better explained through the processing of 
quantitative linguistic data from purposely built corpora. From 
the outset, it should be pointed out that the current study 
differs essentially from a pure quantification of linguistic 
information in search of underlying patterns in translational 
texts; instead, it focuses specifically on the exploration of 
contextual factors or parameters which tend to characterize 
certain textual phenomena that have been highlighted in a 
previous statistical study as a result of their abnormal or 
unpredicted occurrence in the corpus texts (Ji, 2008).  
   In this sense, it may be said that the current paper 
distinguishes itself from many stylometry studies (Henderson, 
1978; Hoover, 2001), for in the place of being concerned with 
the devising and improvement of techniques that may increase 
the sharpness or accuracy of authorship attribution 
implements, it aims to delve into the cognitive dimension of 
stylistic variation, i.e. context-motivated /background-
foregrounding or habitual /unconscious, in literary translation.  
    The design of the current project is largely based on a 
hypothetical proposition which attempts to explain stylistic 
variation brought about by literary translators in their work, 
drawing on their indirect or assumed estimation of the 
contextual situation as depicted in the source text. It offers an 
alternative explanation to style-shifting and addresses the 
issue from a perspective that is somehow different from 
previous theories, such as Labov’s attention-to-speech model 
(1972) or Bell’s audience design (1984, 1997 & 2001). Its 
theoretical speculation is based on observations of a specific 
type of style-shifting, where the textual phenomenon is seen 
as a pragmatic strategy developed on the part of the translator.  
    While past studies have seen stylistic variation in literary 
translations as (H1) invariably source-text derivative and (H2) 
such dependence is supposed to be largely fixed at a linguistic 
level, it is argued here that holding the first hypothesis as true, 
H2 may not necessarily follow. That is because, in dealing 
with linguistically challenging or somehow intangible 
linguistic issues in literary translation, such as archaism in a 
typologically and diachronically distant language, more often 
than not, the translator may resort to contextual cues in the 
original text, such as audience, setting, the relative social 
status between the parties involved in a speech event, etc., 
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rather than linguistic cues, in an effort to overcome the 
linguistic challenges in the historical source texts1.  
    A key set of terms lying at the heart of the proposed 
context-motivated theory (CMT) is the concept pair of 
dominant versus latent, which is put forward to describe 
contextual features that have either stimulative or alleviative 
effects on the translator’s decision of using a certain linguistic 
device. For instance, in studying the use of archaism, it is easy 
to fellow that taking the surrounding audience as a variable of 
the contextual analysis, the presence of a listening audience in 
the source text may well trigger off a stimulative effect on the 
translator’s mind for him to use an archaic idiom, which in 
turn will enhance the chivalry image of the enchanted knight. 
On the contrary, the absence of audience, or a private setting 
of communication tends to have an alleviative effect on the 
conscious-minded translator, for it is commonsense that in a 
private setting, it is unlikely for one to take on an ostensibly 
archaic tone for showing-off purpose. Following this line of 
argument, all the source text contextual features highlighted in 
the current study have been tagged manually as dominant or 
latent as an initial encoding for later statistical analyses.  
     Lastly, it is envisaged that in the final analysis, the either 
context-motivated or habitual nature of the stylistic variation 
detected in the literary translation will be sustained by two 
different outcomes of the statistical modelling. That is, on the 
one hand, if the statistical modelling of contextual factors as 
assisted by the multi-variant analysis technique has helped 
establish a statistical model in each subdivision in which the 
contextual factors as constituents of the constructed statistical 
dimensions are largely dominant, then we may argue that the 
detected style shifting has been a conscious decision made by 
the translator to explore an idiosyncratic profile of his own. 
On the other hand, if the result of the statistical test shows that 
there is a proved instability in the contextual features 
characterizing the style shifting, or in other words, the 
contextual features seem to linger between dominant or latent 
values, it may therefore be said that the stylistic variance is 
more likely to be due to an unconscious use of archaism by 
the translator or simply a reflection of his or her habitual 
writing habit.  
 
3. Hypothesis testing  
 
The multi-variant technique used is categorical principle 
component analysis, also known as CATPCA. It aims to build 
a statistical model with limited dimensions, usually two, on a 
wide range of variables. CATPCA may help arrange a large 
amount of original variables in a way that is susceptible to 
human observation in finding interesting patterns in 
quantitative textual analysis. This is a vital process in the 
exploration of primary textual data where the reduction of 
numerous variables into a limited set of statistical dimensions 
holds the key to a deeper understanding of the nature of the 
original dataset; and hence provides important clues to 
research questions raised around the fundamental structure of 
textual data as measured in a two or three dimensional space. 
Despite the wide use of CATPCA in social and behaviour 
sciences (Stevens, 1992; Thomas, 2004), the applicability of 
such modelling technique in corpus stylistics remains to be 
tested, in this sense, the research methods developed in the 

current paper will undertake some initial investigations into 
the potential productivity of CATPCA in corpus stylistics.  
   Of course, such a context-feature-motivated approach may 
only survive in the environment of literary translation, 
especially in translating historical texts; literary translation 
should be seen as a creative process in its own right, which 
thus allowing some flexibility and pragmatism in handling 
with certain issues that are hard to pin down.  
    In a previous study, it has been proposed that to facilitate a 
comparative study of the source text and its two modern 
Chinese versions, the first part of the Spanish novel, which 
contains fifty-two chapters, has been divided into ten thematic 
divisions. The use of multiple regression test has revealed that 
while in most subdivisions, there is a corroborated similarity 
between the two Chinese translations in terms of the 
occurrence of archaisms in the protagonist’s speech, in the 
ninth subdivision, perceivable discrepancies seem to emerge, 
which then brings about the issue of style-shifting in Liu’s 
work.  
    In line with the CMT, a highly desirable model of 
contextual patterns which may be applied to explain a 
translator’s deliberate use of language consists in an apparent 
consistency of the occurrence of situational parameters with 
dominant values as opposed to latent values. With regard to 
the use of archaism, it may be argued that archaism as an 
important form of rhetorical device tends to be used in a 
formal rather than informal setting of communication, where 
the degree of formality of communicative settings may be 
reasonably quantified by various situational parameters 
assigned with their corresponding values. For example, the 
quantification of interrelation-centric factors such as formality 
of relationship (FR) between addressor and addressees may be 
divided into latent values and dominant values within the 
context of the current study on archaism. To be specific, the 
dominant value of FR may refer to a formal relationship 
between the protagonist and his listeners, while the latent 
value of the same factor may be construed as a rather informal 
relationship between the communicating parties.  
 
Table I Summary of VAF of Subdivision IX (Liu)  

Total (Vector Coordinates)  
Dimension  Mean  

1  2  
AU  0.319  0.677  0.996  
ST  0.732  0.046  0.778  
DR  0.687  0.116  0.802  
FR  0.687  0.116  0.802  
PL  0.319  0.677  0.996  

AEE  0.732  0.046  0.778  
Active Total 3.477  1.677  5.153  

% of 
Variance  57.948  27.943  85.891  

  
N.B. AU= Audience; ST= Social Status; DR=Distance of 
relationship; FR= Formality of relationship; PL= Place of 
communication; AEE= Addressee’s evaluation of the content 
of speech;  
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   Table I presents a summary of the two dimensional 
CATPCA model built upon the data retrieved from Liu’s 
translation of Subdivision IX. As may be seen, the first 
dimension of the statistical model is primarily defined by the 
four interrelation-focused factors which are the distance of 
relationship (DR), formality of relationship (FR), relative 
social status of participants (ST) and finally, addressees’ 
evaluation of the speech content (AEE). Meanwhile, the 
second dimension of the model is reduced to the two variables 
quantifying the communicative environment in which the 
protagonist has chosen to use archaic speeches or otherwise: 
audience and place of communication. As shown in the 
corresponding object-component-loading biplot of the 
statistical model, important patterns bearing on the 
distributional characteristics of IARS2 in relation to those of 
LTAS3 in Subdivision IX seem to emerge.  
 
Diagram I Biplot of Subdivision IX (Liu, I)  

  
    Most object points in Subdivision IX, including IARS and 
LTAS, are clustered in the triangle space delineated by the 
two sets of variables functioning as the first and second 
dimension of the model. The clustering position is 
characterized by its restricted projection on the second 
dimension and its lower-intermediate value reported on the 
first dimension. To facilitate the discrimination of  
IARS from LTAS, the former has been marked in bold, which 
as the graph suggests, is nested intensively within the area 
demarcated by its LTAS counterpart and is thus quite difficult 
to separate them apart. There are some outliers running out of 
the concentration area and distributed sparsely in the biplot, 
which in the case of IARS are 9/6, 9/26 and 9/45.  
    There are some outliers running out of the concentration 
area and distributed sparsely in the biplot, which in the case of 
IARS are 9/6, 9/26 and 9/45. However, an important 
commonality shared by these IARS outliers is that they all 
feature to the left of the origin, while the vectors invariably 
extend into the areas to the right of the centroid. This 
graphical quality of IARS outliers implies that their values on 
the factors quantifying the first dimension of the model, i.e. 
DR/FR and ST/AEE, may well be equally as low as those 
IARS clustered to the central-right of the graph.  
 

Diagram II 3-D plot of the distribution of Don Quijote’s 
archaic speeches in Subdivision IX (Liu, I)  

 
    In view of the inherent limitation, of a two-dimensional 
graph, which may cause the visual overlapping of actually 
quite distinctively distributed factors, we proceed to convert 
the biplot into a three-dimensional graph. It should be noted 
that such procedure does not entail a structural modification of 
the already set-up statistical model; rather, it serves as a kind 
of assistant visualizing tool which will allow us a more 
intuitive access to the complex data structure under 
investigation. The visualization function used is readily 
provided in the SPSS 15.0 version known as chart-builder. As 
part of the software requirements, only one variable has to be 
specified in each of the three axes on the spatial representation 
of the data structure.  
    In Diagram II, we may see that the tri-partite pattern of the 
distribution of situational parameters already seem to emerge, 
and the high uniformity in the quantification of variables 
sustaining each “branch” of the pattern greatly facilitates the 
construction of the three-dimensional graph. That is, we need 
no more than to select arbitrally one variable from each 
parameter set and subsequently fill it in the mould furnished 
by the chart-builder of the software. The result of the 
construction of the three-dimensional plot is shown in 
Diagram II. An important feature of Diagram II is that it 
clearly sets apart the virtually overlapped two clusters of 
objects on the biplot, which has been made possible through 
the erection of the third dimension and the following 
segregation of the two minimally discerned variable sets on 
the biplot, i.e. FR/DR, PL/AU. In fact, as shown in the 3-D 
graph, the super-cluster which appears to the central-right on 
the biplot is actually composed by two quite distinct clusters 
as evidenced by their different locations along the ST and DR 
scales on the 3-D plot. In terms of the distribution of IARS, 
which constitutes our main concern in the establishment of 
contextual patterns that may explain Liu’s stylistic use of 
archaisms in his translation of Don Quijote’s speeches in 
Subdivision IX, we can see that most of the highlighted 
scatters, i.e. IARS, may be covered by the X-Y plane on the 
spatial representation of the data configuration. The only 
exception is 9/6 and 9/18, whose high value on the z-scale 
implicitly requires the specification of the variable PL.  
     In spite of the fact that IARS in Subdivision IX seems to 
cover both the lowest and highest ends of the X and Y scales 
on the 3-D chart, it is also obvious that IARS in Subdivision 
IX mainly appear in a mixed setting of communication as 
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dimensions of the graph. The central cluster, which is 
composed of the following items 9/12, 9/13, 9/14, 9/15, 9/33, 
9/36, 9/37, 9/40 is indicative of a contextual environment 
where the relative status and the interpersonal relationship 
among the parties to the exchange tends to be underspecified. 
The graphical analysis fits well into the general description of 
the textual plot, which with the exception of chapters when 
the protagonist is absent from the narrative scene, has shifted 
from the knight-squire private communication setting in the 
previous subdivision to the public domain as provided by the 
inn, which is also the title of the Subdivision IX.  
 
4. Conclusion  

able II Summary of the CMT analysis  

Dimensions  
Stylistic 

significance  

 
T

Statistical  Value  

ST  
(AEE)  

Medium to 
high  

Dominant  

DR  
(FR)  

Medium to Dominant  
high  

PL  
(AU)  

Dominant  High  

 
able II presents the results of the CMT analysis of style-

complex textual phenomena such as style-shifting.  
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shifting in Liu’s translation. In quantifying such narrative 
background with a view to establishing the patterns of 
contextual features that seem to characterize the use of IARS 
in Subdivision IX, we can see that the four interrelationship-
focused factors come to the fore, i.e. DR/FR, ST/AEE. From 
here, it may be inferred that in his increased use of archaisms 
in don Quijote’s utterance as detected in Subdivision IX, Liu 
seems to be rather sensitive to the interrelationship between 
the protagonist and his addressees; the contextual factor pair 
which focuses on the speech environment, i.e. PL and AU, 
also shows an unambiguous high value. As a result, it may be 
argued that according to the CMT, style-shifting, which has 
been detected in Liu’s translation of Subdivision IX, is very 
likely to have been a conscious decision made on the part of 
the Chinese translator. The interesting finding uncovered 
through the formulation and testing of the context-motivated 
theory has thus provided us valuable and plausible 
explanations into the rationale or cognitive mechanism behind 
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Style Variation in Cooking Recipes
Jing Lin1 and Chris Mellish2 and Ehud Reiter3

Abstract. Human text by specific authors has varied characteris-
tics. Even when different authors write about identical topics within
a fixed genre under a predefined domain, their text will still be differ-
ent. For example, in food recipes there are style variations between
authors even with describing the same cooking actions and foods.
This paper summarises style variations in food recipes written by
different people.

1 Introduction

Nowadays it is common to use corpora of human-authored texts to
acquire knowledge in natural language generation (NLG), such as
STOP [10] and SumTime [12], and so on. To make sure the corpora
are big enough and broad enough, the corpora generally contain texts
from several authors. When corpora are analysed, the differences be-
tween authors are normally ignored. Reiter and Sripada [9, 8] have
suggested that “There are substantial variations between individual
writers, which reduces the effectiveness of corpus-based learning”.
Our ultimate goal is to build an NLG system which translates recipes
written by one author into the style of another author. This requires
a good model of what aspects of recipes differ between authors; the
corpus analysis presented here is a step towards such a model.

In the NLG area, some researchers have investigated producing
text with varied styles. Hovy [4, 5] discussed rhetorical goals that are
“the existence of a level of organization mediating between commu-
nicative goals and generator decisions”. Furthermore, Stamatatos etc.
[13] can produce outputs based on different user requirements, such
as written style, tone, and so on. None of these researches focuses
on generating texts with the style from an author. In literary compar-
ison, stylometry, which is a subcategory of attributing authorship,
researchers try to identify an author’s style by building a set of mea-
surable patterns[14]. The purpose of stylometry is to identify the au-
thor of texts, instead of describing the writing characteristics. Most
of the defined style markers of stylometry are not enough to identify
writing characteristics. For example, Burrows [1] only considers the
frequencies of a group of the top (typically 30 or 50) frequent words.
Moreover, some researchers used character-level n-grams recently,
such as Kešelj [6], Peng [7], and Clement and Sharp [2], to consider
the impact of morphological variations of words.

We introduce our corpora based on authors in Section 2 and give
two example recipes by different authors in Section 3. Section 4 de-
scribes style variations in food recipes, which are categorised in at
the sentence level and at the recipe level. The final section is our
conclusion in Section 5, which relates this work to the problem of
generating texts with styles of authors.

1 University of Aberdeen, UK, email: j.lin@abdn.ac.uk
2 University of Aberdeen, UK, email: c.mellish@abdn.ac.uk
3 University of Aberdeen, UK, email: e.reiter@abdn.ac.uk

2 Our Corpora
To catch style variations between authors, we need to collect good
quality corpora. Certain genres are less suited to analysing writing
differences, such as daily news and fictions. Burrow [1] suggests that
“in fiction: The language of its dialogue and that of its narrative usu-
ally differ from each other in some obvious and many less obvious
ways”. The authors of daily news often narrate matters with quotes
from involved people and daily news is normally subjective from its
authors, which make the text varied. Texts in food recipes, on the
other hand, have features which are narrative, imperative, and ob-
jective. Although these features partly limit text variations, they also
highlight styles between authors.

Based on the recipe domain, we collected a set of corpora based
on authors from the Internet and recipe books. Table 1 presents in-
formation about our corpora. Our corpora include two recipe books,
Recipes for Health Eating [3] and Food for Health [11]. There is
an amateur recipe author: CM from the website (www.cooks.com).
We also collected a few corpora of professional cooks from the BBC
recipe website (www.bbc.co.uk/food/recipes).

Table 1. Author corpora information

Corpus Information

Author Corpus Number Total Total
of Recipes Lines Words

Recipes for Health Eating 76 961 9212
Dewhurst and Lockie [3]

Food for Health 113 1347 11791
Roe [11]

CM 48 537 6432
CM (www.cooks.com)

Ainsley Harriott 87 891 14217
Harriott (www.bbc.co.uk)

Antony Worral Thompson 1026 7790 99791
Thompson (www.bbc.co.uk)

James Martin 1103 8996 119582
Martin (www.bbc.co.uk)

Hugh Fearnley-Whittingstall 77 932 12187
Fearnley-Whittingstall (www.bbc.co.uk)

3 Two Example Recipes
We list two recipes as examples from our corpora to provide an idea
what our recipes look like. Both of the recipes are fish pie recipes, but

14



they show many differences between one and the other. For example,
Step 1 of Recipe One is delayed to Step 7 of Recipe Two. Since each
cook intends to create recipes with his speciality, it is unlikely to
find two recipes describing exactly the same dish. In the following
examples, we omit the ingredient section of the recipes as these do
not typically contain syntactically valid English sentences.

Recipe One Fish Pie (Dewhurst and Lockie, [3])

1 Switch on oven to 220C, 425F or Gas Mark 7 and grease a 1/2
litre ovenproof serving dish.

2 Collect ingredients.

3 Wash and peel potatoes and cut into evenly-sized pieces. Place
in boiling water and cook for approximately 20 minutes until
soft.

4 Drain and mash potatoes when cooked. Add low fat spread and
stir thoroughly.

5 Meanwhile, rinse and dry fish and poach gently in milk until
fish flakes easily (approximately 10-15 minutes).

6 Drain and flake fish. Retain milk for sauce.

7 Measure warm milk and if necessary make up to 75 ml with
water.

8 Mix mashed potatoes, flaked fish and milk.

9 Wash and finely chop parsley and add to fish and potato mixture
with a good pinch of grated nutmeg.

10 Place mixture in greased ovenproof serving dish and using a
fork, mark a pattern on top.

11 Bake for 10-15 minutes until brown on top.

12 Wash tomatoes, cut into wedges and arrange neatly on top.
Place lemon slice and parsley in middle.

Recipe Two Creamy Fish Pie (Fearnley-Whittingstall, BBC online
recipes)

1 Place the fillets of fish in a medium saucepan. Add the milk,
onion, carrot, celery, bay leaf, a couple of stalks of parsley and
the peppercorns.

2 Place the pan on a low heat and let the milk heat up gently. As
soon as it comes to a simmer, switch off the heat and cover the
pan. The fish will continue cooking in the hot milk.

3 Meanwhile, peel the potatoes, cut them into even, bite-sized
chunks and put them in a large pan. Add just enough water
to cover and put the pan on the hob over a high heat. Add a
teaspoon of salt and let the water come to the boil. Lower the
heat to a simmer and cook the potatoes until they are just tender.

4 Carefully drain the potatoes and allow them to cool in a colan-
der for a minute or two. Return them to the pan and mash them,
adding 50g/2oz of the butter, cut into cubes.

5 Stand a sieve over a large jug and tip in the fish and milk mix-
ture. Wash the pan in which the fish was cooked and dry it well.

6 Add 3-4 tablespoons of the fishy milk to the mash and stir it
in well. Add some freshly ground black pepper, taste the mash,
and add some salt if you think it needs it. Put the mash to one
side.

7 Heat the oven to 200C/400F/Gas 6.

8 To make the bechamel sauce, put the remaining 75g/2 1/2oz
butter in the clean pan and melt it over a low to medium heat.

Add the flour and stir well with a wooden spoon to make a
roux. Cook for two minutes, stirring every few seconds. Then
gently whisk in one third of the hot fishy milk. The paste will
quickly turn into a very thick sauce. Add another third of the
milk, whisking all the time, and then the final third, so you end
up with a creamy sauce. Season the bechamel with salt and
freshly ground black pepper, turn the heat down to very low,
and let the sauce bubble gently for five minutes while you pre-
pare the fish.

9 Remove the vegetables, herbs and peppercorns from the fish
and discard. Carefully pick up a chunk of fish. Peel off any skin
and discard, then gently feel the flesh between your fingers for
bones, being careful not to over-shred the fish. Put the boneless
fish on a clean plate.

10 Turn off the heat under the bechamel and add the fish to the
sauce. Add the prawns, then chop the remaining parsley and stir
this in too. Taste the sauce once more and add more seasoning,
to taste.

11 Generously butter a pie dish and pour in the fishy bechamel.
Spoon over the mash and spread it carefully across the surface
of the fish sauce. Dot a little extra butter over the top of the pie.

12 Wearing oven gloves, put the pie in the oven and bake for
about 25 minutes or until the top is starting to brown and the
fishy sauce is bubbling up the sides of the mash.

13 Serve with buttered minted peas and crusty bread to mop up
the sauce.

4 Style Variations
There are different types of style features with examples in food
recipes. We catergorised them into sentence level and recipe level
features. The style features at the sentence level are those that can
be identified within one sentence, and do not have many connec-
tions outside of their sentence. The style features at the recipe level
are those features which involve relationships between sentences, or
cannot be simply defined within one sentence.

4.1 Sentence Level Features
Sentence level features include lexical preferences (Section 4.1.1),
skipping objects (Section 4.1.2), content selection (Section 4.1.3),
other differences at the sentence level (Section 4.1.4), and ortho-
graphical differences (spelling) (Section 4.1.5).

4.1.1 Lexical Preferences

Authors express the same action with different words, which can be
synonyms with each other, or can be not. For example in Recipe One
Step 1, Dewhurst and Lockie say ‘Switch on oven’ whereas in Recipe
Two Step 7, Fearnley-Whittingstall says ‘Heat the oven’. The follow-
ing other examples show similar variation in the same action from
other authors.

Example 1 “Put the oven on.” (Roe, [11])
Example 2 “Preheat the oven to 200C/400F/Gas6.” (Thompson,

BBC online recipes)

In the above four examples, these different verbs reflect the fact
that the authors have different lexical preferences to express the same
action — preheating the oven. Table 2 shows the frequency of the 4
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Table 2. Sentence and word information of corpora of different authors

Following Objects (oven or grill)

Authors Switch on Put on Preheat Heat

Dewhurst and Lockie 35 2 0 0
Roe 0 42 0 0
Thompson 0 0 298 2
Fearnley-Whittingstall 0 0 4 7

verbs by the authors given objects ‘oven’ or ‘grill’. Since ‘switch on’
only appears in the authors, Dewhurst and Lockie, it can be consid-
ered as idiolect. In the recipe domain, idiolects may cover verbs, and
nouns as well. For instance, some authors decide to use ‘frypan’ in-
stead of ‘pan’. Furthermore, Dewhurst and Lockie and Roe never use
the word, ‘preheat’, in their recipes. Fearnley-Whittingstall’s recipes
are various, including desserts, main courses, and so on. Only small
portion of his recipes involves bakeware, ‘oven‘ or ‘grill‘.
A similar situation happens for other verbs, as in the following ex-
amples 3 and 4.

Example 3 “Extract juice from orange and add this with the water
to the saucepan.” ([3])

Example 4 “Finely grate the ginger and squeeze out the juice into a
shallow non-metalic dish.” (Harriott, BBC online Recipes)

4.1.2 Skipping Objects

Some authors prefer to skip the objects of their verbs if they have
been mentioned before, whereas others always include objects. See
the following examples.

Example 5 “Blanch the sweet potato in boiling water for 2-3 min-
utes until softened. Transfer to a bowl and mash with the cream
and herbs.” (Thompson, BBC online recipes)

Example 6 “Wash and peel potatoes and cut into evenly-sized
pieces. Place in boiling water and cook for approximately 20 min-
utes until soft. Drain and mash potatoes when cooked.” (Step3 &
Step4 of Recipe One) (Dewhurst and Lockie, [3])

Thompson always skips the object, ‘potatoes’, when he mentions
the action, ‘mash’. Furthermore Fearnley-Whittingstall includes the
object as a pronoun, ‘them’, in Step 4 in Recipe Two.

4.1.3 Content Selection

Authors present conditions using different information.

Example 7 “Bake until golden.” (Roe, [11])

In the above example, in Step 11 of Recipe One, and in Step 12 of
Recipe Two, authors describe the appearance of the food when it is
cooked, by using ‘golden’ or ‘brown’. Both Dewhurst and Lockie and
Fearnley-Whittingstall also describe the cooking time in their baking
procedure. Fearnley-Whittingstall adds the delicious detail that ‘the
fishy sauce is bubbling up’ in contrast to the simpler descriptions
by Roe and Dewhurst and Lockie. Roe uses subjective descriptions,
such as ‘golden’, ‘tender’, and ‘firm’ more often, instead of time in-
formation in her recipes. Her ways are more suitable for experienced
cooks.

Some authors provide less details or no details, but others prefer to
introduce actions with clear process descriptions. This happens espe-
cially in using certain verbs, like ‘drain’ in the following examples.

Example 8 “Drain.” (Roe, [11])
Example 9 “Drain.” (Dewhurst and Lockie, [3])
Example 10 “Drain the beef from the marinade into a colander over

a glass bowl.” (Thompson, BBC online recipes)

When the authors present the action, ‘drain’, Roe and Dewhurst
and Lockie rarely include further information, but Thompson most of
the time presents detailed information related to the action, ‘drain’.
This is in contrast to the example of ‘mash’ in the previous section, in
which Dewhurst and Lockie gave more information than Thompson.

4.1.4 Other Differences at the Sentence Level

Because of the freedom of the English language, authors can struc-
ture the same words into different sequences.

Example 11 “Peel and finely chop onion.” (Dewhurst and Lockie,
[3])

Example 12 “Peel and chop the onion finely.” (Roe, [11])

There are some unusual grammatical presentations in our corpora,
for instance Dewhurst and Lockie always say ‘Switch on oven’ in
Step 1 of Recipe One, but never say ‘Switch on the oven’.

4.1.5 Orthographical Differences

There are some orthographical differences, which are recognised dif-
ferently in computer systems. However, they should be considered as
one word presenting in different forms, not two different words.

Example 13 “Pre-heat the oven to 220C/425F/Gas 7.” (Thompson,
BBC online recipes)

Thompson uses the word, ‘preheat’, in the form, ‘pre-heat’, 17
times. Moreover, Dewhurst and Lockie use ‘Gas Mark 7’ in Step 1
of Recipe One instead Thompson just uses ‘Gas 7’ in the previous
example.

4.2 Recipe Level Features

At the recipe level, we find content differences (Section 4.2.1), order
differences (Section 4.2.2), structure differences (Section 4.2.3), and
aggregation (Section 4.2.4).
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4.2.1 Content Differences

Some authors, such as Dewhurst and Lockie, always present certain
cooking actions, but others, such as Thompson, skip these actions in
recipe descriptions. Thompson never mentions ‘collect ingredients’
and ’wash potatoes’ in the cooking method section, but Dewhurst
and Lockie always does as showing in Step 2 of Recipe One.

On the other hand, most cooks only describe the food making pro-
cess. However, Fearnley-Whittingstall also involves other actions.
For example, he mentioned ‘wearing oven gloves’ in Step 12 of
Recipe Two and ‘washing the pan’ in Step 5 of Recipe Two.

4.2.2 Order Differences

Different authors describe their recipes using a different order. In
the Dewhurst and Lockie corpus ingredients are prepared when the
time comes in the cooking process, so that the actions, ’wash and
peel potatoes’, are described in the cooking methods. Fearnley-
Whittingstall follows this idea as well. On the other hand, Thompson
assumes all ingredients should be prepared properly before cooking
starts. For instance, ‘1/2 sweet potato, peeled and diced’ in the in-
gredient section, instead of as Step 3 of Recipe One in the method
part.

Describing preparing ingredients in the cooking methods is more
suitable for experienced cooking learners, since they could handle
many cooking processes at the same time. For beginners, Thomp-
son’s way could save a lot fuss.

4.2.3 Logic Preferences

In Section 3, we presented two recipes for fish pie, which contain
common cooking actions. Table 3 shows the sequence of these ac-
tions appearing in the recipes. Since these two recipes are quite sim-
ilar, it shows that the two authors have different logic preferences.

Table 3. Common cooking actions between two fish recipes

Action Code Cooking Action

Action a preheating the oven
Action b making mash potatoes
Action c cooking fish
Action d baking the pie

Authors Action Sequence

Dewhurst and Lockie a→ b→ c→ d

Fearnley-Whittingstall c→ b→ a→ d

4.2.4 Aggregation

Sometimes, one sentence in a cooking recipe contains two actions or
more. This is called action aggregation. We expected to find differ-
ent action aggregation habits from different authors. To our surprise,
the action aggregations of different authors are unpredictable in our
corpora. For instance, the authors, Dewhurst and Lockie, have ag-
gregated the actions, ‘switch on’ and ‘grease’, 10 times as in Step
1 of Recipe One, and have not aggregated them 20 times as in ex-
ample 16. The author, Martin, also aggregated the actions, ‘preheat’
and ‘grease’, 4 times as in example 17 out of 15 times. Since action
aggregation is a common feature in food recipes, though it has no

uniform style for each author, we feel it is worth mentioning here.
Table 4 shows all the aggregation information about this section’s
examples.

Example 14 “Switch on oven to 200C, 400F or Gas Mark 6 and
collect ingredients.” (Dewhurst and Lockie, [3])

Example 15 “Switch on oven to 180C, 350F or Gas Mark 4. Collect
ingredients.” (Dewhurst and Lockie, [3])

Example 16 “Switch on oven to 190C, 375F or Gas Mark 5. Grease
a 1/ litre ovenproof serving dish.” (Dewhurst and Lockie, [3])

Example 17 “Preheat the oven to 170C/325F/Gas 3 and grease a
muffin tray.” (Martin, BBC online recipes)

Example 18 “Preheat the oven to 200C/400F/Gas 6. Grease a bak-
ing dish with butter and dust with flour.” (Martin, BBC online
recipes)

5 Conclusion
In this paper, we collected and analysed many style variations be-
tween different authors. Some style features are at the sentence level.
For example, most authors in our corpora have their own preferred
words when they describe some actions in lexical preferences. Other
style features locate at the recipe level, which rely on the subjective
decision of an author. Logic preferences, for instance, clearly show
the logic of an author.

In some style features, authors show clear preferences, as De-
whurst and Lockie always use ‘switch on the oven’ and Martin uses
‘preheat the oven’. However, the aggregation between different au-
thors are unpredictable. Another interesting observation is that au-
thors include varied levels of details in their recipes, as Fearnley-
Whittingstall even describes ‘bubbling up’ in the baking step of
Recipe Two.

Before a NLG system is capable to generate text with these writ-
ing style features, these style knowledge need to be extracted from
corpus first in the knowledge acquisition process. Some style fea-
tures require information from other style features. For example, all
writing style features at the recipe level need information supports
from lexical preferences and skipping objects. Therefore, to analyse
the subtle style features, lexical preferences and skipping objects are
the staring point in the knowledge acquisition. Only if all actions
have been properly identified through lexical preferences, logic pref-
erences, for example, can be identified.

Style features have their implications for NLG at different levels,
if a NLG system intends to generate text with all these features. In
the content determination, content selection at the recipe level and
logic preferences need to be considered. Content selection at the sen-
tence level and other differences involve in the sentence determina-
tion. Finally, lexical preferences, skip objects, and orthographical dif-
ferences influence in lexical choice.
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The Authorship of The American Declaration of 

Independence 

Peter W.H. Smith, David A. Rickards 

Abstract.  Thomas Jefferson, the architect and author of the 

American Declaration of Independence (ADOI) is revered, and 

yet, even during his lifetime questions were raised about his 

authorship [1]. One name linked with the ADOI is Thomas 

Paine, the author of Common Sense and The Rights of Man. This 

study uses discriminant analysis to and Burrow’s Delta scores 

[2] which reveal that both Jefferson and Paine exhibit a 

consistent style of writing. A word set is then created to 

discriminate between Jefferson and Paine using a hybrid genetic 

algorithm. From this an n-dimensional convex hull is used as test 

for authorship of the ADOI itself. Further tests are carried out 

based on sentence fragments. The study takes into account the 

sources of the ADOI including The Virginia Constitution and 

The Summary View of The Rights of America [8]. Results are 

based on an analysis of all known texts by Thomas Jefferson and 

Thomas Paine written prior to the signing of the ADOI. Test 

results indicate that Thomas Paine is the possible author of this 

historic document.
 1 2

 

1 INTRODUCTION 

Even during his lifetime, Thomas Jefferson was forced to defend 

his position as author of ADOI [1] .[3] is a very early attempt to 

use a form of systematic analysis to test the authorship of the 

ADOI. 

 

At least seven different versions of the ADOI are known to exist 

[1], although fragments of an even earlier version have been 

found [4]. These versions are: 

1. A Copy in the handwriting of Thomas Jefferson – 

known as The Rough Draft. (Massachusetts Historical 

Society, Boston). 

2. A Copy in the handwriting of John Adams – thought to 

be an early copy of The Rough Draft. (Also at 

Massachusetts Historical Society, Boston). 

3. A Further copy in the handwriting of Thomas 

Jefferson. (New York Public Library). 

4. A Draft in the handwriting of Thomas Jefferson 

(American Philosophical Society, Philadelphia). 

5. The Declaration as printed by Dunlap under the orders 

of Congress. 

6. The Declaration written out in the corrected journal. 

7. The Declaration on parchment at the Department of 

State. 
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At first glance, the ADOI looks unsuitable for an authorship 

attribution study, because such an important document would 

almost certainly have been much changed by Committee and 

The Continental Congress. Moreover, the evidence for 

Jefferson’s authorship, would on the face of it, appear to be 

incontrovertible. He was appointed to draft the declaration and 

two texts known to have been written by Jefferson appear to be 

sources for substantial sections of the ADOI. However, a copy 

was produced prior to any amendments by Congress. Even the 

earliest known version appears to have been copied from an 

earlier copy now lost [1,4]. Furthermore, during his own lifetime 

Jefferson felt compelled to comment on his authorship stating 

that he drafted the ADOI, without reference to pamphlet or book  

- a comment that has puzzled scholars ever since. 

The version chosen for this analysis is known as The 

Adams’ Copy. There has been much speculation about it, though 

it seems clear, from a detailed analysis [1], that it is a copy of 

The Rough Draft. That it is in John Adams’ handwriting, is not 

in dispute as his handwriting is confirmed in the biography by 

his grandson [5]. John Adams was also known to have sent this 

copy to his wife which also supports this view.  

There are differences between The Adams’ Copy and The 

Rough Draft that are puzzling. They are minor, as they consist 

largely of punctuation, but there are also a few minor spelling 

variations and couple of small grammatical changes. It has been 

suggested by [6] that the differences may be accounted for if The 

Adams’ copy was written down by dictation. This simple 

explanation appears highly plausible, but in no way affects our 

study. Of the spelling variants between The Adams’ Copy and 

The Rough Draft, none were found to be used by either Thomas 

Paine or Thomas Jefferson, but it was discovered that the 

spelling variant tryal was used by John Adams  - in Clarendon 

No. 3   [7] - a small, but possibly significant finding that 

supports Whissell’s theory. 

The Adams’ Copy was therefore chosen, because it is free of 

corrections made by Jefferson, Benjamin Franklin or by 

Congress and it is also possible, within reason, to date the 

evolution of the document. For the remainder of this paper, 

unless otherwise stated, we refer to The Adams’ Copy of the 

ADOI.  

2 METHOD  

The study was carried out in four distinct phases: 

• A study of the consistency of Jefferson’s and Paine’s 

writing using discriminant analysis and for 

comparison,  Burrows’ Delta method [2]. 

• The development of a word vector to separate the two 

authors, developed using a hybrid genetic algorithm. 

• The application of the word vector to the ADOI. 
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• A comparison using vocabulary, phrases and 

grammatical constructs. 

 

2.1 The Writing of Thomas Jefferson and Thomas 

Paine 
Thomas Jefferson’s writing was extensive and varied. The 

authoritative source is [8]. For the first part of the study we 

chose a mixture of letters and documents written by him, in 

addition to his autobiography. Thomas Paine wrote a number of 

full-length texts as well as a series of articles. The authoritative 

source for his texts is [9]. For the first part of this study, we 

chose three of his full-length works as well as the set of essays 

known collectively as The American Crisis. This gave us seven 

texts for Jefferson and five by Paine, collectively over 500,000 

words. 

The Jefferson texts are as follows: 

1. Jefferson letters and documents1760-1786  [j1] 

2. Jefferson letters and documents 1786-1792 [j2] 

3.  Jefferson letters and documents 1792-1803 [j3] 

4. Jefferson letters and documents 1803-1811 [j4] 

5.  Jefferson letters and documents 1812-1817 [j5] 

6.  Jefferson letters and documents 1817-1822 [j6] 

7.  Jefferson’s autobiography 1821 [auto] 

 

 The following works by Paine were chosen:   

 

1. Common Sense (1775) [sense] 

2. The American Crisis (1776-1778) [crs1] 

3. The American Crisis pt 2 (1778-1783) [crs2] 

4. Rights of Man (1792) [rom] 

5. The Age of Reason (1795) [aor] 

 

The texts were converted into a standard form for 

consistency removing all extraneous text,  quotes and foreign 

language sections. Jefferson’s letters contain several passages in 

languages other than English and Paine’s Age of Reason, for 

example contains a large number of biblical quotations.  

For the purposes of the discriminant analysis, the texts were 

broken up into blocks of 2500 words. The discriminant analysis 

used the top 20 function words.  

The results were checked by running Burrow’s Delta 

method [2]. For this, we constructed a large text corpus of 2.4 

million words, comprising texts by contemporaries of Paine and 

Jefferson, both British and American. The authors used in this 

corpus were: Alexander Hamilton, James Madison, Benjamin 

Franklin, John Adams, Adam Ferguson, Adam Smith, Edmund 

Burke, Edward Gibbon, Frances Brooke, Gilbert White, Horace 

Walpole, James Boswell, Robert Kerr, Samuel Adams, Samuel 

Johnson, Thomas Clarkson and William Beckford. The writing 

consisted of political speeches and documents, letters and longer 

texts, all of which are representative of  the type of text written 

by Paine and Jefferson. 

The discriminant analysis on the Jefferson texts revealed 

that texts j1/j2 and j4/5/6 were difficult to separate out. 

Additionally four of the five Paine texts showed a great deal of 

consistency of style by word frequency. However, one text for 

Jefferson and one for Paine appeared slightly problematic using 

this method – Jefferson’s Autobiography and Paine’s Age of 

Reason. The reason for the apparent difference of style in 

Jefferson’s autobiography wasn’t clear but Jefferson’s writing 

spanned over 50 years and his autobiography was written in 

1821. Paine’s Age of Reason also exhibited different results, but 

it too was written later in Paine’s life3 - a considerable time after 

the ADOI.  

To compute the delta scores, the method described in [2] 

was followed. The mean and standard deviation of the top 30 

most frequent words was computed from the  text corpus and the 

z-scores for all 12 texts were then computed. Then, taking each 

text in turn using it as an unknown against the other 11 texts, the 

delta scores were then computed. The results obtained using the 

Delta method were broadly similar. The results for Jefferson’s 

early work, particularly pointed to a certain homogeneity of 

style. 

 

2.2 Creating a Discrimination Word Vector 
 

In the next phase of the study, we develop a word vector that is 

capable of accurately discriminating between Jefferson’s and 

Paine’s text. For this we used the 71 known texts by Jefferson 

written prior to the writing of the ADOI [8] and the 22 known 

texts written by Paine, also prior to the writing of the ADOI, [9]. 

We chose only texts written prior to the writing of the ADOI 

because Jefferson habitually quoted from the ADOI in his later 

writing. These texts were roughly equivalent in size forming 

approximately 54,000 words each. The texts were divided into 

blocks of 1000 words each. 32 blocks for each author were then 

used as a training set and the remainder used as a test set. 

       We rejected the use of Burrow’s Delta method for two 

reasons: firstly it is primarily aimed at selecting the correct 

author from many and our study is aimed at selecting one of two 

authors, secondly, there are some methodological issues that are 

of concern. The Delta method relies on the Euclidean distance 

measure and it is well known that this is less effective over 

larger dimensional data sets. See for example [10,11] text mining 

applications that use large word vectors for document 

classification. We found a significant improvement in reliability 

with the Delta method after adapting it to use cosine similarity 

[12]. Although Hoover [13,14] reports improvements in the 

Delta method using larger word vectors, we were unable to 

replicate these improvements using the standard Euclidean 

distance measure, in fact our results suggest that performance of 

the Delta Method degrades with word vectors of size greater 

than about 200 words.  

      We felt that by simply choosing words by frequency 

particularly for very large word vectors was a coarse grained 

measure of style and better results could be achieved by 

selecting a word vector based on its ability to discriminate 

between two authors. The problem then becomes one of 

combinatorial optimisation as we need to select the optimal 

subset of words from the concordance listing. 

       We initially tried to evolve a discriminant function using a 

genetic algorithm, but then changed tactics following the 

completion of [15] in which subsets of words were chosen from 

the concordances of literary works by 4 authors to assess the 

degree to which different authors’ texts exhibit clustering 

tendency. In a comparison of two texts by two different authors 

we measured the intra-cluster distance for the two clusters and 

compared this with the inter-cluster distance between the two 

clusters. These distance ratios were then compared using 

                                                 
3 Age of Reason was also written during a difficult period in Paine’s life 

– he was at that time condemned to death in France. 
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different word vector subsets of the concordance. This technique 

allowed us to investigate the clustering tendency of small word 

vectors which appeared to show promise of revealing why 

authorial style can be measured by word frequency. For 

example, it was noticed that some word pairs that clustered well 

also appeared together in for example, complex prepositions. 

   In addition to the intra and inter cluster distance measures we 

also computed an n-dimensional complex hull minimum 

enclosing space which acted as a means of testing unknown 

points in the n-space for authorship. We noted that for n blocks 

of data and an m-word vector, that n>m. This had the effect of 

dividing the space into three regions: 

• The area within author 1’s cluster. 

• The area within author 2’s cluster. 

• The area outside both clusters. 

   This idea was developed in our current study. The choice of a 

subset of words to form a word vector from the words that 

appear in the joint concordance of Paine’s and Jefferson’s 

writing is a combinatorial optimisation problem. In order to find 

a good solution, we elected to use a genetic algorithm. The 

representation used was a simple binary string for which each bit 

position represented the presence or absence of a word in the 

chosen word vector. Bit 1 represented the most frequent word in 

the concordance, bit 2 the second most frequent etc.  

    For example in a concordance consisting of {the, and, to, of, 

from} – bit pattern 10101 represents word vector {the, to, from}. 

An initial population size of 5000 was chosen. Because of the 

constraint that the word vector should contain fewer words than 

data points, the initial population was seeded with vectors of 

different sizes ranging from 2 to 30 words. We elected to apply a 

large fitness penalty to any vectors containing more than 30 

words. This resulted in a sparse bit pattern as the concordance 

contained more than 6000 words. Initially, the words that 

constituted the word vector in the initial population were chosen 

randomly. However, it was discovered that this approach created 

a population with a very poor overall fitness. It was long been 

established in authorship attribution studies that high frequency 

words are better indicators of fitness than lower frequency 

words. A typical concordance contains up to 60% of hapaxes, 

which are of dubious value as indicators of authorship. In a 

comprehensive study [25] also  suggests that the most successful 

authorship attribution methods are based on high frequency 

words.  

    We then changed the method of initial word selection by 

biasing initial word choice according to the frequency with 

which the word appeared – a technique that biased selection to 

high frequency words, but did not rule out the inclusion of lower 

frequency words. This produced far better results. 

     Members of the population were then evaluated according to 

their fitness. Fitness being measured by the ability of the word 

vector to separate out the training set into two distinct cluster 

regions and to maximise the inter-cluster distance. We also 

discouraged the growth of larger word vectors by penalising 

word vectors over size 30 because of the constraint imposed due 

to the necessity to use word vectors of lower dimensionality than 

the number of available data points. 

    We initially used a standard method of crossover. However, 

because of  the sparse nature of the word vector, we introduced a  

hybrid operator called “grow”. This operator created an extra 

word in the word vector (i.e. it turned on a bit). Additionally, it 

worked significantly better by carrying out local hill-climbing on 

the grow operation in which the bits in the immediate area of the  

chosen bit (5 bits on either side) were tested for improvements to 

fitness. The resultant bit string was then added to the next 

generation. 

    Using this method, we found that optimal word vectors were 

created from vector sizes of between 25-30 words. As expected, 

these vectors were dominated by high frequency function words, 

but also contained a few words from the middle range of the Zipf 

distribution. Candidate word vectors were then tested on the test 

set for robustness. 

    Using this method, after several runs, we were able to create 

word vectors with completely disjoint clusters and with an 

accuracy of about 96% on the test set. 

    We were then ready for the next stage, which was to test the 

word vector on the ADOI itself. 

 

2.3 Testing the Word Vector on the ADOI 

 
In order to carry out an authorship study of ADOI, it is 

important to note the context in which it was written and also 

any sources that may have been used. Two texts in particular are 

important – The Summary View of the Rights of America written 

as Draft of Instructions to the Virginia Delegates in Continental 

Congress by Thomas Jefferson in 1774 and also The Virginia 

Constitution, thought to have been written in 1776 [8]. Nine 

textual similarities between SV and ADOI (i.e. passages that 

appear to have been directly taken or edited from SV ) were 

identified and a further 16 similarities where passages in ADOI 

were clearly inspired by SV were also discovered. It was also 

noted that the 23 grievances against the King forming the central 

part of ADOI were either copied directly from, or edited from 

The Virginia Constitution4. Indeed 16 of these grievances appear 

in exactly the same order in both documents. It was therefore 

decided to analyse sections of the ADOI separately as it is clear 

that the central portion is either copied or edited from a text 

attributed to Jefferson. The ADOI was therefore subdivided into 

two parts: 

• The List of Grievances (ADOIA) 

• The Opening and Closing Statements of the 

Declaration (ADOIB). 

We justify this on the grounds that the grievance list is 

copied or edited from The Virginia Constitution. ADOIB 

therefore contains 1104 words. ADOIA contained only 441 

words. ADOIB was then tested using the word vector generated 

and tested over the Jefferson/Paine texts. The first word vector 

chosen was: 

{ and, to, that, not, this, or, by, with, on, at, so, than, who, 

may, some, one, first, only,  every, what, were, there, now, such, 

yet,  same, when, out, had, up} 

 

     This word vector was then treated as a point in n-space and 

the position of this point in n-space was tested for inclusion 

within the Paine/Jefferson clusters defined using a convex hull 

algorithm for the minimum containing area of the cluster. The 

point was found to lie outside both the Paine and Jefferson 

                                                 
4
 There has also been some speculation as to whether the Virginia 

Constitution really preceded The ADOI [3]. Other documents have also 

been suggested as source for the ADOI, e.g. The Mecklenburg 

Declaration, which was commented on by John Adams, though it was 

later shown to post-date the ADOI [16].  
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cluster. The distance of the point from the computed centroids 

and the minimum distance from the Paine/Jefferson clusters was 

then computed. The minimum distance ratios for the 

Paine/Jefferson clusters was  1: 10.1, for the centroids it was 1: 

8.8 – demonstrating that the point was far closer to the Paine 

cluster. 

   This exercise was repeated for 19 other word vectors all of 

which had high scores. In three cases out of 20, the vector for 

ADOIB was found to be inside the Paine cluster, in the other 17 

cases, it was closer to the Paine cluster, using minimum distance, 

by a ratio of approximately 9.7 : 1. While this is not completely 

conclusive, we suggest that it casts doubt on  Jefferson’s 

authorship. 

      As a comparison, we applied Burrow’s delta method to 

ADOIB against each of the files used in the first part of the study 

[2]. In Table 1, the lowest scores indicate authorship – in this 

case suggesting Paine as a likely author – but not conclusively. 

For comparison, we also applied the test to The Summary View 

of The Rights of America (table 2).  

 

 

Table 1 Delta Scores for The Declaration of Independence 

 

 j1 j2 j3 j4 j5 j6 

ADOIB 1.529 1.564 1.69 1.721 1.709 1.637 

       

 auto aor comm crs1 crs2 rom 

ADOIB 1.647 1.682 1.254 1.202 1.248 1.502 

 

Table 2 Delta Scores for Summary View of the Rights of America 

 

 j1 j2 j3 j4 j5 j6 

Summary 

View 

0.961 0.839 0.923 1.046 0.971 0.981 

 auto aor comm crs1 crs2 rom 

Summary 

View 

1.058 1.51 1.375 1.477 1.41 1.411 

 

The results from table 2 indicate Jefferson as likely author of 

Summary View.   

 

2.4 Further Tests based on Vocabulary and 

Grammar 

 
In order to investigate the authorship of ADOI further, we 

carried out the following tests: 

1. A Test of vocabulary usage based on words appearing 

in ADOIB. 

2. A Test of Phrasal usage based on fragments taken from 

ADOIB. 

3. A Test of Grammatical Usage based on the Function 

Words And/To 

 

And/To appear in all word vectors that were capable of 

discriminating between Jefferson/Paine with high reliability. 

They were also high frequency words that differed markedly in 

their frequency in texts attributed to Paine or Jefferson. So these 

were investigated in much greater detail. 

   ADOIB consists of 441 different words, of which two are 

alternate spellings of the word “independent” in The Adams’ 

version. Of these, 340 are hapaxes.  

The study now concentrated on the set of texts by 

Jefferson/Paine written by them prior to the writing of ADOI. A 

search was conducted through all of these texts using all words 

that appeared in the ADOIB. The results, shown in Table 3 are 

not particularly conclusive either way. 

 

Table 3 – Vocabulary Usage By Paine and Jefferson 

 

 Jefferson Paine Both Neither 

Vocabulary 71 65 113 162 

Hapaxes 38 41 98 143 

 

For the next stage of the study, 344 phrases comprised of 

word collocations from ADOIB were constructed. The aim of 

this exercise was to determine the extent to which either author 

used phrasal fragments contained within ADOIB as well as the 

use of, for example, complex prepositions or prepositional verbs 

– something that might not show up in a word-based study. 

These fragments were then categorised as grammatical or 

content fragments. A search was conducted for the existence of 

the fragments in the works of Jefferson5 and Paine written prior 

to the ADOI. Grammar-based approaches to authorship have 

been used elsewhere, for example [17,18] and particularly in 

forensic linguistics studies, for example [19,20]. [2] also 

differentiates certain function words by use of a part-of-speech 

tagger, albeit on a rather ad hoc basis 

   Initially, no distinction between the fragment types was made. 

The results are given (Table 4) in four categories as before: 

1. Fragments unique to Jefferson. 

2. Fragments unique to Paine. 

3. Fragments used by both. 

4. Fragments used by neither. 

 

Table 4 – Fragment Usage Categories 

 

Jefferson Only Paine Only Both Neither 

40 28 69 207 

 

The fragments are now subdivided according to 

content or grammatical function: the results are given in Table 5. 

 

Table 5 – Fragment Usage by Content/Function Word 

 

 Grammatical Content 

Jefferson 16 24 

Paine 16 12 

Both 58 11 

Neither 30 177 

 

The results presented in Table 5 show that Jefferson 

scores proportionately higher on content but Paine scores 

proportionately higher on grammatical fragments. However, the 

                                                 
5
 The section of the Virginia Constitution dealing with 

Grievances was omitted because of its very close 

correlation with the central section of the ADOI. 
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distribution of the fragments unique to each author is also 

interesting. 

ADOIA (the section of the ADOI consisting of the 

grievances) is considered next along with the equivalent section 

of the Virginia Constitution  (Table 6). 

 

Table 6 – Fragments Occurring in ADOIA 

 

 VC ADOIA 

Jefferson 10 3 

Paine 2 8 

Both 8 6 

 

13 fragments are unique to Jefferson and 10 are unique 

to Paine within ADOIA, these are proportionately about what 

would be expected, because ADOIA makes up about 30% of the 

total. However, a comparison of ADOIA and the Virginia 

Constitution reveals an interesting pattern: only two out of ten 

Paine fragments also appear in Virginia Constitution, whereas 10 

out of the 13 of the Jefferson fragments also appear in The 

Virginia Constitution. The pattern indicates consistency of 

authorship for Jefferson for ADOIA and the VC. However, it 

also points to the influence of Paine in ADOIA, but not in the 

Virginia Constitution – possible evidence that ADOIA was 

edited by Paine based on the Virginia Constitution?  

The software used in the search marked areas of the 

ADOI where matches occurred and the pattern of matches for 

Jefferson and Paine differed considerably. Jefferson’s matches 

were clustered, whereas, Paine’s were more or less evenly 

distributed throughout ADOIB and were less frequent in 

ADOIA. It was conjectured that this might be due to the fact that 

sections of the ADOI were edited from Summary View. The 

same search was then repeated having removed Summary View 

from the Jefferson text corpus. The results are given in Table 7. 

 

Table 7 – Fragments Occurring in ADOI 

 

 Grammatical Content 

Jefferson 16 24 

Paine 16 12 

   

Jefferson (minus Summary View) 8 14 

Paine 16 12 

 

The drop in both grammatical and content fragments clearly 

shows the influence of Summary View on ADOI – it also 

indicates that Jefferson’s presence in ADOIB is in no small part 

due to Summary View being used as a source for ADOI. This in 

itself does not disprove Jefferson as author – but suggests an 

explanation as to why it is difficult to obtain a definite result on 

the authorship tests described above. 

 

2.5 Jefferson and Paine’s Use of “And” and “To” 
 

Both Jefferson and Paine showed remarkable consistency 

with which they used high frequency words and it was noted that 

in particular, their usage of the third and fourth ranking words 

and/to was consistently different. It was also noted that the 

concordance of ADOI ranked the word to above and – a pattern 

consistent with Jefferson. However, if the central portion of 

ADOI (ADOIA) is removed, then this pattern reverses – though 

only just – making it more consistent with Paine. This called for 

a closer examination of the use of these words within the ADOI.  

The most frequent words used by Paine and Jefferson are 

listed in Table 8. Both Jefferson and Paine consistently used  the 

and of most frequently. However the frequency of their third and 

fourth words was consistently reversed. Jefferson used to more 

than and – the order is reversed for Paine. These words always 

appeared in the word vectors derived above. This ordering 

reversed for Jefferson later in life.  In any authorship study it is 

important to use not only at methods that are capable of 

discriminating between authors, but also to attempt to understand 

why those differences exist. In this section we work towards a 

grammar-based analysis of Jefferson/Paine attempting to match 

this with grammatical constructs used within ADOI. 

 

Table 8 – Jefferson/Paine Most Frequent Words 

 

Word Jefferson 

/1000 words 

Paine 

/1000 words 

 Mean SD Mean SD 

the 59.94 8.74 69.00 13.56 

of 44.04 8.12 46.38 5.70 

to 40.08 7.78 30.76 6.67 

and 26.73 5.97 35.81 4.44 

 

 

    Attention then focused on the use of these words, because of 

their potential to discriminate between Jefferson and Paine. It 

was also decided to examine why this difference between the 

authors existed. Function words and and to have multiple uses 

[21]. A recent study on forensic data [22] identified 16 different 

categories of use for the function word to and 38 different uses 

for the function word and. To is primarily used in either a to-

infinitive clause or as a preposition. And is used mostly in 

clausal co-ordination and as a sentence connector, although it 

also has other less frequently occurring uses. 

   The function word and is used in the following ways in 

ADOIB: 

• As a connective with a following to-infinitive clause. 

• To co-ordinate a binomial phrase. 

• Use as a connective for phrases or sentences. 

• Use as a complex connective. 

To is used in the following ways in ADOIB: 

• As a non-finite clause. 

• In conjunction with an empty it clause with a non-

finite clause. 

• Beginning a sentence as a marker of an infinitive verb. 

• As part of a complex connective to which. 

• Various uses as a preposition, i.e. as part of a complex 

preposition, as a marker of a prepositional verb and as 

a simple preposition. 

The uses of and/to were then used to construct a feature set to 

test whether the use of and/to matched Jefferson’s or Paine’s use 

of and/to. 

Once again the texts written prior to the publication of 

ADOI were used. From the survey of usage of and/to in ADOIB, 

the following feature set was constructed: 

• The use of and as a connective followed by a to-

infinitive clause. 

• And used in a co-ordinated binomial and phrase. 
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• The complex connective and such. 

• To used as a non-finite clause. 

• Constructions using the empty it subject with a non-

finite clause. 

• A to infinitive beginning a sentence. 

• The use of the copula followed by a noun phrase. 

• The complex connective to which. 

And used as a simple connective and to used as a 

preposition were excluded from the feature set. Of the chosen 

features, it was discovered that two of them never occurred in 

either Jefferson or Paine’s chosen writing. The remaining 

features were tabulated by help of custom written programs and 

a standard part-of-speech tagging program with manual checking 

to remove spurious matches. The results of this survey are given 

in Table 9. The row labelled J Total gives the total number of the 

feature found in Jefferson’s writings. P Total is the total for 

Paine’s writing. The frequency of co-ordinated binomial and 

phrases was so extraordinary that is worth a separate mention. 

Co-ordinated binomial phrases [23] pair words from all four 

major grammatical categories using and/or (for this study, only 

and is considered). And may co-ordinate noun and noun, e.g. fish 

and chips, verb and verb, e.g. go and see, adjective and 

adjective, e.g. black and white or even adverb and adverb, e.g. 

slowly and deliberately.  It was noted that Thomas Paine used 

co-ordinated binomial and phrases with an unusually high 

frequency (10.9 instances per 1000 words). In modern English 

they occur with a frequency of 0.8 per 1000 words and a survey 

of 20 authors contemporary to Thomas Paine revealed that no 

other author used them with a frequency as high as Paine. 

Five of the seven chosen features were distributed 

according to a poisson distribution. For this Mosteller and 

Wallace’s classic study [24] was referred to. P-values and 

likelihood ratios were then computed (Table 9). The results of 

these also suggest Thomas Paine as the likely author. 

 

Table 9 – Feature Set Chosen from the American Declaration of 

Independence 

 

Feature to-

inf 

empty-it 

+ to inf 

binomial 

and + to inf 

and + 

to inf 

binomial 

and 

J Total 774 0 6 22 122 

P Total 708 65 16 12 585 

J Mean 15.6 0 0.06 0.41 2.3 

P Mean 13.1 1.2 0.3 0.22 10.9 

DOI 

Target 

13 3 1 5 18 

 

Feature To-inf begins to be +  

J Total 9 27 

P Total 15 44 

J Mean 0.17 0.51 

P Mean 0.28 0.82 

DOI Target 1 1 

 

 

 

 

 

 

 

Table 10 – P-values and Likelihood Ratios for the Poisson 

Distributions 

 

Feature Empty-it+ to 

inf 

binomial and + 

to inf 

and + to 

P Value P≥ 3 P ≥ 1 P ≥  5 

P val –J 0 0.0952 0.0001 

P val –P 0.1203 0.2591 0 

likelihood ratio 

J: P 

1 : ∞ 1 : 2.72 too 

small 

 

Feature To inf begins to be + 

P Value P ≥  1 P ≥ 1 

P val –J 0.1813 0.3935 

P val –P 0.2591 0.5507 

likelihood ratio J: P 1 : 1.36 1 : 1.48 

 

As the likelihood ratios show, once again the feature set based 

on the use of and/to suggests Paine as the likely author of ADOI. 

 

Table 11 – Statistics For To-Infinitive Clauses and Binomial 

And Phrases 

 

Feature Statistic Jefferson Paine 

Total 774 708 

Mean 15.6 13.1 

DOI Target 13 13 

σ (standard deviation) 2.84 3.73 

No. of SDs from Target <1 <1 

Range of Values 9-21 7-20 

 

 

 

to-infinitive 

Ranking Percentile 60-70 40-50 

    

Total 122 585 

Mean 2.3 10.9 

DOI Target 18 18 

σ (standard deviation) 1.58 4.64 

No. of SDs from Target 10 2 

Range of Values 0-6 5-24 

 

 

 

binomial and 

Ranking Percentile >100 80-90 

 

Table 11 presents the data for the two remaining 

features. The to-infinitive does not present strong evidence either 

way, but the co-ordinated binomial and phrase provides further 

evidence to support Paine, the mean and standard deviation for 

Jefferson is so low that it makes it highly implausible for him 

(more than 10 standard deviations away from the target) to be 

the author, on the other hand the data provides some additional 

evidence for Paine as the target figure of 18 for ADOIB is 

plausible as it is within the 80-90th percentile and is within two 

standard deviations of his mean score. 

 

3 SUMMARY AND CONCLUSIONS  
 

It has been demonstrated that Thomas Jefferson and Thomas 

Paine had consistent but different styles of writing using both 

Delta scores and discriminant analysis. It is argued that a method 

of authorship attribution for two authors should be based on an 

accurate word vector that is capable of discriminating between 

the two candidate authors with a proven level of accuracy. The 

choice of words for use is subset of the concordance – making it 
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a combinatorial optimisation problem. A genetic algorithm with 

local hill-climbing was used to find a suitable word vector and 

found that word vectors between 20-30 words were perfectly 

adequate. This word vector was applied to a training set 

consisting of texts written by Jefferson/Paine prior to the writing 

of the ADOI. A test was also used to test reliability of the word 

vector. The test for authorship was based on using an n-

dimensional convex hull algorithm, which created a minimum 

defining space for each author.  Twenty different word vectors 

were then applied to the ADOI. In three cases, the ADOI was 

within the minimum defining region for Paine the remainder 

were far closer to the Paine cluster. Tests using phrase 

fragments, both content and grammatical also pointed at Paine as 

the potential author. Finally an examination of the grammatical 

use of to and and also suggest Paine as the more likely author. 

   The ADOI itself proved to be quite complex in that one 

substantial section was clearly copied and edited from another 

document and substantial sections of Summary View appear to 

have been edited into it. On the face of it, assuming the 

reliability of the tests used, there should be evidence of 

Jefferson’s hand in its construction, but this is absent in our 

results. 

However, it is clear that Jefferson’s contribution to 

independence and the ADOI is considerable. It is suggested that 

Paine was asked or instructed to draft the framework of the 

ADOI by Jefferson, or by another member of the committee such 

as Franklin or Adams. It is almost certain that Paine was 

instructed to use material from both Summary View and The 

Virginia Constitution. While authorship attribution  can never be 

entirely conclusive, the results presented provide a possible case 

for Paine’s authorship. 

    Paine’s commitment to independence is beyond doubt and he 

was in Philadelphia at the right time. His skills as a writer were 

well known to many members of the committee and he was 

known personally by Benjamin Franklin. He had already written 

anonymously and it would have been undesirable for an 

Englishman to have drafted the ADOI. There is also evidence 

that The Rough Draft was copied from an earlier version [1]. 

This adds plausibility that the ADOI was originally drafted by 

someone other than Thomas Jefferson, however, we have no 

doubt that The Adams’ Copy was indeed drafted by John 

Adams. 

    It is also worth noting that some people have suggested that 

Thomas Paine must have been responsible for drafting the ADOI 

because of the inclusion of the infamous anti-slavery clause 

(omitted from the final version). This on its own is insufficient 

as references to anti-slavery are made in Summary View, though 

these appear to be more for economic than humanitarian reasons. 

    We would like to suggest that the findings of our research 

indicate that the possibility of Paine’s hand in the drafting of the 

original version of ADOI and feel that this should be further 

explored. 
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