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The AISB’05 Convention 
Social Intelligence and Interaction in Animals, Robots and Agents 
 

Above all, the human animal is social. For an artificially intelligent system, how could it be otherwise? 

We stated in our Call for Participation “The AISB’05 convention with the theme Social Intelligence 
and Interaction in Animals, Robots and Agents aims to facilitate the synthesis of new ideas, encourage 
new insights as well as novel applications, mediate new collaborations, and provide a context for lively 
and stimulating discussions in this exciting, truly interdisciplinary, and quickly growing research area 
that touches upon many deep issues regarding the nature of intelligence in human and other animals, 
and its potential application to robots and other artefacts”. 

Why is the theme of Social Intelligence and Interaction interesting to an Artificial Intelligence and Ro-
botics community? We know that intelligence in humans and other animals has many facets and is ex-
pressed in a variety of ways in how the individual in its lifetime - or a population on an evolutionary 
timescale - deals with, adapts to, and co-evolves with the environment. Traditionally, social or emo-
tional intelligence have been considered different from a more problem-solving, often called "rational", 
oriented view of human intelligence. However, more and more evidence from a variety of different 
research fields highlights the important role of social, emotional intelligence and interaction across all 
facets of intelligence in humans. 

The Convention theme Social Intelligence and Interaction in Animals, Robots and Agents reflects a 
current trend towards increasingly interdisciplinary approaches that are pushing the boundaries of tradi-
tional science and are necessary in order to answer deep questions regarding the social nature of intelli-
gence in humans and other animals, as well as to address the challenge of synthesizing computational 
agents or robotic artifacts that show aspects of biological social intelligence. Exciting new develop-
ments are emerging from collaborations among computer scientists, roboticists, psychologists, sociolo-
gists, cognitive scientists, primatologists, ethologists and researchers from other disciplines, e.g. lead-
ing to increasingly sophisticated simulation models of socially intelligent agents, or to a new generation 
of robots that are able to learn from and socially interact with each other or with people. Such interdis-
ciplinary work advances our understanding of social intelligence in nature, and leads to new theories, 
models, architectures and designs in the domain of Artificial Intelligence and other sciences of the arti-
ficial. 

New advancements in computer and robotic technology facilitate the emergence of multi-modal "natu-
ral" interfaces between computers or robots and people, including embodied conversational agents or 
robotic pets/assistants/companions that we are increasingly sharing our home and work space with. 
People tend to create certain relationships with such socially intelligent artifacts, and are even willing 
to accept them as helpers in healthcare, therapy or rehabilitation. Thus, socially intelligent artifacts are 
becoming part of our lives, including many desirable as well as possibly undesirable effects, and Artifi-
cial Intelligence and Cognitive Science research can play an important role in addressing many of the 
huge scientific challenges involved. Keeping an open mind towards other disciplines, embracing work 
from a variety of disciplines studying humans as well as non-human animals, might help us to create 
artifacts that might not only do their job, but that do their job right. 

Thus, the convention hopes to provide a home for state-of-the-art research as well as a discussion fo-
rum for innovative ideas and approaches, pushing the frontiers of what is possible and/or desirable in 
this exciting, growing area.  

The feedback to the initial Call for Symposia Proposals was overwhelming. Ten symposia were ac-
cepted (ranging from one-day to three-day events), organized by UK, European as well as international 
experts in the field of Social Intelligence and Interaction.  
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• Second International Symposium on the Emergence and Evolution of Linguistic Commu-
nication (EELC'05)  

• Agents that Want and Like: Motivational and Emotional Roots of Cognition and Action  
• Third International Symposium on Imitation in Animals and Artifacts  
• Robotics, Mechatronics and Animatronics in the Creative and Entertainment Industries 

and Arts  
• Robot Companions: Hard Problems and Open Challenges in Robot-Human Interaction  
• Conversational Informatics for Supporting Social Intelligence and Interaction - Situ-

ational and Environmental Information Enforcing Involvement in Conversation  
• Next Generation Approaches to Machine Consciousness: Imagination, Development, In-

tersubjectivity, and Embodiment  
• Normative Multi-Agent Systems  
• Socially Inspired Computing Joint Symposium (consisting of three themes: Memetic 

Theory in Artificial Systems & Societies, Emerging Artificial Societies, and Engineering 
with Social Metaphors) 

• Virtual Social Agents Joint Symposium (consisting of three themes:  Social Presence 
Cues for Virtual Humanoids, Empathic Interaction with Synthetic Characters, Mind-
minding Agents) 

I would like to thank the symposium organizers for their efforts in helping to put together an excellent 
scientific programme. 

In order to complement the programme, five speakers known for pioneering work relevant to the con-
vention theme accepted invitations to present plenary lectures at the convention: Prof. Nigel Gilbert 
(University of Surrey, UK), Prof. Hiroshi Ishiguro (Osaka University, Japan), Dr. Alison Jolly (Univer-
sity of Sussex, UK), Prof. Luc Steels (VUB, Belgium and Sony, France), and Prof. Jacqueline Nadel 
(National Centre of Scientific Research, France).  

A number of people and groups helped to make this convention possible. First, I would like to thank 
SSAISB for the opportunity to host the convention under the special theme of Social Intelligence and 
Interaction in Animals, Robots and Agents. The AISB'05 convention is supported in part by a UK 
EPSRC grant to Prof. Kerstin Dautenhahn and Prof. C. L. Nehaniv. Further support was provided by 
Prof. Jill Hewitt and the School of Computer Science, as well as the Adaptive Systems Research Group 
at University of Hertfordshire. I would like to thank the Convention's Vice Chair Prof. Chrystopher L. 
Nehaniv for his invaluable continuous support during the planning and organization of the convention. 
Many thanks to the local organizing committee including Dr. René te Boekhorst, Dr. Lola Cañamero 
and Dr. Daniel Polani. I would like to single out two people who took over major roles in the local or-
ganization: Firstly, Johanna Hunt, Research Assistant in the School of Computer Science, who effi-
ciently dealt primarily with the registration process, the AISB'05 website, and the coordination of ten 
proceedings. The number of convention registrants as well as different symposia by far exceeded our 
expectations and made this a major effort. Secondly, Bob Guscott, Research Administrator in the 
Adaptive Systems Research Group, competently and with great enthusiasm dealt with arrangements 
ranging from room bookings, catering, the organization of the banquet, and many other important ele-
ments in the convention. Thanks to Sue Attwood for the beautiful frontcover design. Also, a number of 
student helpers supported the convention. A great team made this convention possible! 

I wish all participants of the AISB’05 convention an enjoyable and very productive time. On returning 
home, I hope you will take with you some new ideas or inspirations regarding our common goal of 
understanding social intelligence, and synthesizing artificially intelligent robots and agents. Progress in 
the field depends on scientific exchange, dialogue and critical evaluations by our peers and the research 
community, including senior members as well as students who bring in fresh viewpoints. For social 
animals such as humans, the construction of scientific knowledge can't be otherwise. 
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Dedication: 

I am very confident that the future will bring us increasingly many 
instances of socially intelligent agents. I am similarly confident that 
we will see more and more socially intelligent robots sharing our 
lives. However, I would like to dedicate this convention to those people 
who fight for the survival of socially intelligent animals and their 
fellow creatures. What would 'life as it could be' be without 'life as we 
know it'? 

 

Beppu, Japan. 

 

Kerstin Dautenhahn 

Professor of Artificial Intelligence,  
General Chair, AISB’05 Convention Social Intelligence and Interaction in Animals, Robots and Agents 

University of Hertfordshire 
College Lane 
Hatfield, Herts, AL10 9AB 
United Kingdom 
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Symposium Preface 
Conversational Informatics for Supporting Social Intelligence & Interac-
tion: 
Situational and environmental information enforcing involvement in conversation 
 
 
 
SYMPOSIUM OVERVIEW  
 
Social intelligence is the ability to understand other social actors/agents and interact effectively with 
them. As social intelligence emerges through communication, communication ability is essential for 
accomplishing Social Intelligence and studying conversational exchanges as a social activity contrib-
utes to understanding Social Intelligence. 
 
As a technology supporting Social Intelligence, this symposium discusses "Conversational Informat-
ics": studies on human conversational behaviors as well as design/implementation of artifacts based on 
analyses of human conversations. For example, designing Embodied Conversational Agents (ECAs) 
based on a model of human communication behaviors is one of the main research approaches in Con-
versational Informatics. However, in previous ECAs, little has been studied on ECA's capability of 
engagement, such as eliciting users' spontaneous contribution to a conversation and initiation of it, and 
maintaining the conversation to accomplish a long interaction. 
 
As essential aspects of communication that Conversational Informatics should support, this symposium 
focuses on "involvement" in a conversation and "situational information that makes conversants in-
volved in a conversation". If conversational participants are not really involved in a conversation, in-
formation is not smoothly exchanged between them. In such a case, Social Intelligence does not 
emerge. Moreover, to make the conversation participants involved in a conversation, situational infor-
mation is indispensable because communication is deeply linked and embedded in a situation. 
 
Based on the motivation above, this symposium addresses issues on:  
- identifying situational factors enforcing conversational involvement in human face-to-face communi-
cation, and investigating how conversational involvement contributes to accomplishing Social Intelli-
gence.  
- applying findings of an analysis of face-to-face communication to enhance artifact's ability of conver-
sational involvement, specifically by recognizing/generating situational information, and facilitating 
Social Intelligence through human-agent interaction.  
- developing technologies for creating a good amount of conversational contents by automatically ana-
lyzing situated conversations, and improving robustness of conversational systems using the rich real 
world contents. 
 
 
INVITED SPEAKER 
 
Dr. Candy Sidner from Mitsubishi Electric Research Laboratories (MERL) in Massachusetts, USA, 
will present a talk titled “Engagement During Dialogues with Robots”, addressing issues on communi-
cation robots.  
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Conversational Agents, Humorous Act Construction, and 
Social Intelligence 

 
Anton Nijholt 

University of Twente, PO Box 217, 7500 AE Enschede 
The Netherlands 

anijholt@cs.utwente.nl 
 

Abstract 
 

Humans use humour to ease communication problems in human-human interaction and in a 
similar way humour can be used to solve communication problems that arise with human-
computer interaction. We discuss the role of embodied conversational agents in human-computer 
interaction and we have observations on the generation of humorous acts and on the 
appropriateness of displaying them by embodied conversational agents in order to smoothen, 
when necessary, their interactions with a human partner. The humorous acts we consider are 
generated spontaneously. They are the product of an appraisal of the conversational situation and 
the possibility to generate a humorous act from the elements that make up this conversational 
situation, in particular the interaction history of the conversational partners. 

 
 

1 Introduction  

Embodied conversational agents have been 
introduced to play, among others, the role of 
conversational partner for the computer user. Rather 
than addressing the ‘machine’, the user addresses 
virtual agents that have particular capabilities and 
can be made responsible for certain tasks. The user 
may interact with embodied conversational agents to 
engage in an information service dialogue, a 
transaction dialogue, to solve a problem 
cooperatively, perform a task, or to engage in a 
virtual meeting. Multimodal emotion display and 
detection are among the research issues in this area 
of human-computer interaction. And so are 
investigations in the role of humour in human-
computer interaction. 

Humans use humour to ease communication 
problems in human-human interaction and in a 
similar way humour can be used to solve 
communication problems that arise with human-
computer interaction. In Nijholt (2002) we 
discussed the role of humour for embodied 
conversational agents in the interface. It is a 
discussion on the possible role of humour support in 
the context of the design and implementation of 
embodied conversational agents. This paper is a 
revised version of Nijholt (2004). We discuss the 
role of embodied conversational agents in human-

computer interaction and we have observations on 
the generation of humorous acts and on the 
appropriateness of displaying them by embodied 
conversational agents in order to smoothen, when 
necessary, their interactions with a human partner. 
 
2 Humour in Interpersonal Interaction 

In interpersonal interactions humans use humour, 
humans smile and humans laugh. Humour can be 
spontaneous, but it can also serve a social role and 
be used deliberately. A smile can be the effect of 
appreciating a humorous event, but it can also be 
used to regulate the conversation. Laughs have been 
shown to be related to topic shifts in a conversation 
(Consalvo, 1989). 

2.1 Conversations and Dialogues 

People smile and laugh when humour is used. It is 
not necessarily because someone pursues the goal of 
being funny or is telling a joke, but because the 
conversational partners recognize the possibility to 
make a funny remark fully deliberately, fully 
spontaneously, or something in between, taking into 
account social (display) rules, and then make this 
remark. 

Humans employ a wide range of humour in 
conversations. Humour support, or the reaction to 
humour is an important aspect of personal 
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interaction and the given support shows the 
understanding and appreciation of humour. In Hay 
(2001) it is pointed out that there are many different 
support strategies. Which strategy can be used in a 
certain situation is mainly determined by the context 
of the humorous event. Humour support may show 
our involvement in a discussion, our motivation to 
continue and how much we enjoy the conversation 
or interaction. 

Sometimes, conversations have no particular 
aim, except the aim of providing enjoyment to the 
participants. The aim of the conversation is to have 
an enjoyable conversation and humour acts as a 
social facilitator. In Tannen (1984), for example, an 
analysis is given of the humorous occurrences in the 
conversations held at a Thanksgiving dinner. 
Different styles of humour for each of the dinner 
guests could be distinguished. All guests had 
humorous contributions. For some participants more 
than ten percent of their turns were ironic or 
humorous. Humour makes one’s presence felt, was 
one of her conclusions. 

Similarity in humour appreciation also supports 
interpersonal attraction (Cann et al., 1997). This 
observation is of interest when later we discuss the 
use of embodied conversational agents in user 
interfaces. Sense of humour is generally considered 
a highly valued characteristic of self and others. 
Nearly everybody claims to have an average to 
above average sense of humour. Perceived 
similarity in humour appreciation can therefore be 
an important dimension when designing for 
interpersonal attraction.  

Other studies show how similarity in attitudes is 
related to the development of a friendship 
relationship. The development of a friendship 
relationship requires time, but especially in the 
initiation phase similarities are exploited (Stronks et 
al., 2001). 

2.2 Benefits 

As mentioned, humour helps to regulate a 
conversation and can help to establish some 
common ground between conversational partners. It 
makes a conversation enjoyable and it supports 
interpersonal attraction. 

Many benefits have been mentioned regarding 
humour in the teaching or learning process and 
sometimes they have been made explicit in 
experiments. Humour contributes to motivation 
attention, promotion of comprehension and retention 
of information, a more pleasurable learning 
experience, a development of affective feelings 
toward content, fostering of creative thinking, 
reducing anxiety, etc. The role of humour during 
instruction has been discussed in several papers. 

Despite the many experiments, it seems to be hard 
to generalize from the experiments that are 
conducted (Ziv,1988). 

Describing and explaining humour in small task-
oriented meetings is the topic of a study conducted 
by Consalvo (1989). An interesting and unforeseen 
finding was the patterned occurrence of laughter 
associated with the different phases of the meeting. 
Others have reported similar findings for different 
phases in negotiations or problem solving. 
 
3 Embodied Conversational agents 

Embodied conversational agents (ECAs) have 
become a well-established research area. Embodied 
agents are agents that are visible in the interface as 
animated cartoon characters or animated objects 
resembling human beings. Experiments have shown 
that ECAs can increase the motivation of a student 
or a user interacting with the system.  

Embodied agents are meant to act as 
conversational partners for computer users. An 
obvious question is whether they, despite available 
verbal and nonverbal communication capabilities, 
will be accepted as conversational partners. That is, 
can we replace one of the humans in a human-to-
human interaction by an embodied conversational 
agent without being able to observe important 
changes in the interaction behaviour of the 
remaining human? Can we model human 
communication characteristics in an embodied 
conversational agent that guarantee or improve 
natural interaction between artificial agent and 
human partner? Obviously, whether something is an 
improvement or more natural depends very much on 
the context of the interaction, but being able to 
model such characteristics allows a designer of an 
interface containing embodied agents to make 
decisions about desired interactions. 

In the research on the ‘computers are social 
actors’ (CASA) paradigm (Reeves & Nass 1996) it 
has been convincingly demonstrated that people 
interact with computers as they were social actors. 
Due to the way we can let a computer interact, 
people may find the computer polite, dominant, 
extrovert, introvert, or whatever attitudes or 
personality (traits) we can display in a computer. 
Moreover, they react to these attitudes and traits as 
if a human being displayed them. 

From the many CASA experiments we may 
extrapolate that humour, because of its role in 
human-human interaction, can play an important 
role in human-computer interactions. This has been 
confirmed with some specially designed 
experiments (Morkes et al. 2000) to examine the 
effects of humour in task-oriented computer-
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mediated communication and in human-computer 
interaction.  
 
4 Generation and Appropriateness 

4.1 Introduction 

In the previous sections we discussed the role of 
humour in human-human interaction and a possible 
role of humour in human-ECA interaction. 
Obviously, there are many types of humour and it is 
certainly not the case that every type of humour is 
suited for any occasion during any type of 
interaction. Telling a joke among friends may lead 
to amusement, while the same joke among strangers 
will yield misunderstanding or be considered as 
abuse. Therefore, an assessment of the 
appropriateness of the situation for telling a joke or 
making a humorous remark is necessary in all 
situations. 

Appropriateness does not mean that every 
conversational participant has to be in a jokey mood 
for a humorous remark. Rather, it means that the 
remark or joke can play a role in the interaction 
process, whether it is deliberately aimed at 
achieving this goal, whether there is a mutually 
accepted moment for relaxing and playing or 
whether it is somewhere in between on this 
continuum. Clearly, it is also the ‘quality’ of the 
humorous remark that makes it appropriate in a 
particular situation. Here, ‘quality’ does not only 
refer to the contents of the remark, which may be 
based on a clever observation or ingenious 
wordplay, but in particular on an assessment 
whether or not to produce the humorous utterance. 
Just to make things more complicated, in some 
situations the possibility and the urge to make a 
humorous remark may overrule almost any social 
rule on how to behave. 

In what follows we will talk about Humorous 
Acts (HA’s). In telephone conversations a HA is a 
speech utterance. Apart form the content of what is 
being said, the speaker can only use intonation and 
timing in order to generate or support the humorous 
act.  

In face-to-face conversations a humorous act can 
include, be supported or even made possible, by 
non-verbal cues. Moreover, references can be made, 
implicitly or explicitly, to the environment that is 
perceivable for the partners in the conversation. This 
situation also occurs when conversational partners 
know where each of them is looking at. 

We emphasize again that participants in a 
discussion may, more or less deliberately, use 
humour as a tool to reach certain goals. A goal may 
be to smooth the interaction and improve mutual 

understanding. In that case a HA can generate and 
can be aimed at generating feelings of common 
attitudes and empathy, creating a bond between 
speaker and hearer. Whatever the aim is, 
conversational participants need to be able to 
compose elements of the context in order to 
generate a HA and they need to assess the current 
context (including their aims) in order to determine 
the appropriateness of generating a HA. This 
includes a situation where the assumed quality of 
the HA overrules conventions concerning 
cooperation during a goal-oriented dialogue. 

We emphasize the spontaneous character of HA 
construction during conversational humour. The 
opportunity is there and although the generation is 
intended, it is also unpredictable and irreproducible. 
Nevertheless, it can be aimed at entertaining, to 
show skill in HA construction or to obtain a 
cooperative atmosphere. HA creation can occur 
when the opportunity to create a HA and a 
humorous urge to display the result temporarily 
overrules Gricean interaction principles concerning 
truth of the contribution, completeness of the 
contribution, or relevance of the contribution for the 
current conversation. 

Generation (and interpretation) of HA’s during a 
dialogue or conversation has hardly been studied. 
There is not really a definition, but the notion of 
conversational humour has been introduced in the 
literature (Attardo 1996). 

4.2 Staging ECA Humour Generation 

In Human-Computer Interaction one of the partners 
has to be designed and implemented. While on the 
one hand we need to understand as good as possible 
the models underlying human communication 
behaviour, this also gives us the freedom to make 
our own decisions concerning communication 
behaviour of the ECA, taking into account the 
particular role it is expected to play. From a design 
point of view, everything is allowed to make an 
ECA believable. In ECA design, rather than adhere 
to a guideline that says “try to be as realistic as 
possible”, the more important guideline is “try to 
create an agent that permits the audience’s 
suspension of disbelief.” 

When looking at embodied conversational agents 
we need to distinguish four modes of humour 
interpretation and generation. We mention these 
modes, but it should be understood that we are far 
from being able to provide the necessary appropriate 
models that allow them to display these skills. On 
the other hand, we don’t always need agents that are 
perfect, as long as they are believable in their 
application. The first two modes concern the skills 
of the ECA: 
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• The ECA should be able to generate HA’s. 
How should it construct and display the HA? 
When is it appropriate to do so? Apart from the 
verbal utterance to be used, it should consider 
intonation, body posture, facial expression and 
gaze, all in accordance with the HA. The ECA 
should have a notion of the effect and the 
quality of the HA in order to have it 
accompanied with nonverbal cues. Moreover, 
when in a subsequent utterance its human 
partner makes a reference to the HA, it should 
be able to interpret this reference in order to 
continue the conversation. 

• The ECA should be able to recognize and 
understand the HA’s generated by its human 
conversational partner. Apart from 
understanding from a linguistic or artificial 
intelligence point of view, this also requires 
showing recognition (e.g., for 
acknowledgement) and comprehension by 
generating appropriate feedback, including 
nonverbal behaviour (facial expression, gaze, 
gestures and body posture). 

These are the two ECA points of view. 
Symmetrically, we have two modes concerning the 
skills of the human conversational partner. 
Generally, we may assume that humans have at least 
the skills mentioned above for ECAs. 

• The human conversational partner should be 
able to generate HA’s and accompanying 
signals for the ECA. Obviously, the human 
partner may adapt to the skills and personality 
of the particular ECA, as will be done when 
having a conversation with an other human. 

• The human conversational partner should 
recognize, acknowledge and understand HA 
generation by the ECA, including 
accompanying nonverbal signals. Obviously, 
the ECA may have different ideas about acts 
being humorous than its particular 
conversational partner.  

Our aim is to make ECA’s more social by 
investigating the possibility to have them generate 
humorous acts. Two observations are in order. 
Firstly, when we talk about the generation of a HA 
and corresponding nonverbal communication 
behaviour of an ECA we should take into account 
an assessment of the appropriateness of generating 
this particular HA. This includes an assessment of 
the appreciation of the HA by the human 
conversational partner and therefore it includes 
some modelling of the interpretation of HA’s by 
human conversational partners. That is, a model for 
generation of HA’s requires a model of 
interpretation and appreciation of HA’s. This is not 
really different from discourse modelling in general. 

An ECA needs to make predictions of what is going 
to happen next. Predictions help to interpret a next 
dialogue act or, more generally, a successor of a 
humorous act. 

A second observation also deals with what is 
happening after introducing a HA in a conversation. 
What is its impact on the conversation and the next 
dialogue acts from a humour point of view? This 
introduces the issue of humour support, that is, apart 
from acknowledging, will the conversational partner 
support and further contribute to the humorous 
communication mood. 

Finally, as a third observation, we need to 
consider whether HA generation by a computer or 
by an ECA gives rise to HA’s that are essentially 
different and maybe more easily generated or 
accepted than human-generated HA’s. An ECA may 
have less background and be less erudite, but it may 
have encyclopaedic knowledge of computers or a 
particular application. In addition, a computer or an 
ECA can become easily the focus of humour of a 
human conversational partner. Being attacked 
because of imperfect behaviour can be anticipated 
and the use of self-deprecating humour can be 
elaborated in the design of an ECA. 

4.3 Appropriateness of HA Generation 

Humour is about breaking rules, e.g. violating 
politeness conventions or, more generally, violating 
Gricean rules of cooperation. In creating humorous 
utterances during an interaction people hint, 
presuppose, understate, overstate, use irony, 
tautology, ambiguity, etc. (Brown and Levinson, 
1978), i.e., all kinds of matters that do not follow 
Grice’s Maxims. Nevertheless, humorous utterances 
can be constructive, that is, support the dialogue, 
and there can be a mutual understanding and 
cooperation during the construction of a HA. The 
HA’s we would like to consider are, contrary to 
canned jokes that often lack contextual ties, woven 
into the discourse. 

For HA construction, we need to zoom in on two 
aspects of constructing humorous remarks: 

• recognition of the appropriateness of generating 
a humorous utterance by having an appraisal of 
the events that took place in the context of the 
interaction; dialogue history, goals of the 
dialogue partners (including the dialogue 
system), the task domain and particular 
characteristics of the dialogue partners have to 
be taken into account; and 

• using contextual information, in particular 
words, concepts and phrases from the dialogue 
and domain knowledge that is available in 
networks and databases, to generate an 
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appropriate humorous utterance, i.e., a remark 
that fits in the context and that nevertheless is 
considered to be funny, is able to evoke a smile 
or a laugh, or that maybe is a starting point to 
construct a funny sequence of remarks in the 
dialogue. 

It is certainly not the case that we can look at 
both aspects independently. With some exceptions, 
we may assume that, as should be clear from 
human-human interaction, HA’s can play a useful 
and entertaining role at almost every moment during 
a dialogue or conversation. Obviously, some 
common ground, some sharing of goals or 
experiences during the first part of the interaction is 
useful, but it is also the quality of the generated HA 
that determines whether the situation is appropriate 
to generate this act. We cannot simply assess the 
situation and decide that now is the time for a 
humorous act. When we talk about the possibility to 
generate a HA and assume a positive evaluation of 
the quality of the HA given the context and the state 
of the dialogue context, then we are also talking 
about appropriateness. 

4.4 Generation of HA’s: An Example 

Below we present an example of constructing a 
humorous act using linguistic and domain 
knowledge. The example is meant to be 
representative for our approach, not for its particular 
characteristics.  It is an example of deliberately 
misunderstanding, an act that can often be employed 
in a conversation when some ambiguity in words, 
phrases or events is present, in order to generate a 
HA. Consider the text used in a Dilbert cartoon 
where a new “Strategic Diversification Fund” is 
explained in a dialogue between the Adviser and 
Dilbert: 

Adviser: “Our lawyers put your money in little bags, 
then we have trained dogs bury them around town.” 

How to continue from this utterance? Obviously, 
we are dealing with a situation that is meant to 

create a joke, but nevertheless, all the elements of a 
non-constructed situation are there. What are these 
dogs doing? Burying lawyers or bags?  So, a 
continuation could be: 

Dilbert: “Do they bury the bags or the lawyers?” 

Surely, this Dilbert remark is funny enough, 
although, from a natural language processing point 
of view it can be considered as a clarifying question, 
without any attempt to be funny. There is an 
ambiguity, that is, the system needs to recognize 
that generally dogs don’t bury lawyers and therefore 
‘them’ is more likely to refer to bags than to 
lawyers. Dogs can bury bags, dogs don’t bury 
lawyers. 

We need to be able to design an algorithm that is 
able to generate this question at this particular 
moment in the dialogue. However, the system 
should nevertheless know that certain solutions to 
this question are not funny at all. It can take the 
most likely solution, from a common sense point of 
view, but certainly this is not enough for our 
purposes. We need to introduce algorithms for 
anaphora resolution that decide to take a wrong but 
humorous solution, rather than that they take 
solutions that are the most likely correct ones. 
Obviously, then there is the question when this 
incorrect solution leads to a funny remark. When 
looking at previous language and humour research 
we can start with results that tell us about word and 
word meaning relations. 

The example is certainly not complete in 
illustrating the full range of research aspects we 
need to tackle. In the cartoon we have a linguistic 
ambiguity, it can be resolved using common-sense 
knowledge and advanced methods for reference 
resolution, and we choose not to resolve it that way 
because we recognize that a less obvious solution 
can be used to construct a humorous continuation of 
the dialogue. In order to recognize this less obvious 
solution we need to include it on a stack of 
solutions, where in general the order of elements on 

 
Figure 1: Strategic diversification Fund 
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the stack is determined by the increasing possibility 
to relate it to features of the antecedent in the history 
of the dialogue and the real world (Lappin and 
Leass, 1994). However, in this case, rather than 
following the order of the stack from the top to the 
bottom, we need to make a shortcut from elements, 
probably near the bottom of the stack, to nodes in a 
network containing semantic information that 
allows to reason about possibly humorous 
relationships between words and concepts. 

4.5 Discussion 

Although we have not seen humour research 
devoted to erroneous anaphora resolution, the 
approaches in computational humour research in 
general are not that different from what we saw in 
the example presented here. The approaches are part 
of the incongruity-resolution theory of humour. This 
theory assumes situations – either deliberately 
created or spontaneously observed – where there is a 
conflict between what is expected and what actually 
occurs. Ambiguity plays a crucial role. Phonological 
ambiguity, for example in certain riddles, syntactic 
ambiguity, semantic ambiguity of words, or events 
that can be given different interpretations by 
observers. Due to the different interpretations that 
are possible, resolution of the ambiguity may be 
unexpected, especially when one is led to assume a 
‘regular’ context and only at the last moment it turns 
out that an other context allowing an other 
interpretation was present as well. These surprise 
disambiguations are not necessarily humorous. 
Developing criteria to generate humorous surprise 
disambiguations only is one of the challenges of 
humour theory. Attempts have been made, but they 
are rather preliminary. Pun generation is one 
example (Binsted & Ritchie, 1997), acronym 
generation (Stock & Strapparava, 2003) an other. In 
both cases we have controlled circumstances. These 
circumstances allow the use of WordNet and 
WordNet extensions and reasoning over these 
networks, for example, to obtain a meaning that 
does not fit the context or is in semantic opposition 
of what is expected in the context. No well-
developed theory is available, but we see a slow 
increase in the development of tools and resources 
that make it possible to experiment with reasoning 
about words and meanings in semantic networks, 
with syllable and word substitutions that maintain 
properties of sound, rhyme or rhythm and with some 
higher-level knowledge concepts that allow higher-
level ambiguities. 

 
5 Tools, corpora, future research 

5.1 Introduction 

When discussing humour research for ECAs and 
their future development it is useful to distinguish 
between methods, tools and resources for verbal HA 
generation and methods and tools that may be called 
to help in order to have ECA’s generate and display 
HA’s using non-verbal communication acts. 
Graphics, animation and speech synthesis 
technology make it possible to have ECAs that 
display smiles, laughs and other signs of 
appreciation of the interaction. Multimodal and 
affective mark-up languages need to be extended in 
order to include the multimodal presentation of 
humorous acts in ECA behaviour. 

5.2 Corpora, Annotations, Markup 

Corpora are needed in order to study the creation of 
HA’s in dialogues and naturally occurring 
conversations, including conversations that make 
references to common knowledge, task and domain 
knowledge, conversation history and the two- or 
three-dimensional visualized context of the 
conversation. With visualized context we mean the 
ECA and its environment (e.g., a reception desk, a 
lounge, posters in the environments, a particular 
training environment, other ECAs, including users 
and visitors, et cetera). 

Corpora of conversations have been collected, 
but until now this collecting has hardly or not all 
been done from the point of view of humour or 
emotion research.1 Consequently, hardly any 
experiments can be reported that have been 
performed using a corpus containing data that can 
be explored from the point of view of humour 
research. Hence, there is no attention to analysis, 
annotation, training, recognition or generation from 
a humour research and humour application point of 
view. 

During a conversation or dialogue, having a 
particular HA or joke schema, an ECA can detect 
the appropriate moment to generate a particular type 
of joke or HA and it can use the average three-
dimensional head movements to display the joke 
using verbal and nonverbal humour features. 

                                                           
1 There exist corpora of jokes and, more 
interestingly for our purposes,  there are corpora of 
conversations and dialogues between humans and 
computer services (e.g., travel and flight 
information). It will be interesting to look at corpora 
that are being collected and studied in the context of 
the European FP6 Integrated Project AMI 
(Augmented Multi-party Interaction) on meetings 
and the European FP6 Network of Excellence 
HUMAINE (Human-Machine Interaction Network 
on Emotion).  
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Average nonverbal communication behaviour as 
described in the previous paragraphs can be adapted 
by adding personality and emotional characteristics 
features. See (Ball and Breese, 2000), linking 
emotions and personality to nonverbal behaviour 
using Bayesian Networks. In (Allbeck and Badler, 
2002), the emphasis is on adapting the gestures of 
ECA to its personality and gestures features. 

5.3 Future Research Approaches 

In the line of research on autonomous (intelligent 
and emotional) agents we need an ECA to 
understand why the events that take place generate 
enjoyment by its conversational partner and why it 
should display enjoyment because of its partner’s 
appreciation of a HA. That is, models are needed 
that allow generation, prediction, detection and 
interpretation of humorous events.  What events 
need to be distinguished, how does the ECA 
perceive them, and how does it integrate them at a 
semantic and pragmatic level of understanding of 
what is going on? There are two approaches to this 
question when we look at state-of-the-art research. 
One approach deals with speech and dialogue act 
prediction. What is going to happen next, given the 
history and the context of the dialogue? Can an 
ECA predict the next dialogue act by its 
conversational partner or can it compute the next 
dialogue act that is expected by its (i.e., the ECA’s) 
conversational partner? Previous and possibly future 
dialogue acts are events that need to be ‘appraised’. 

In earlier research we used Bayesian Networks in 
order to predict dialogue acts. While this approach 
is unconvential from the usual point of view of 
event appraisal, it is an accepted approach in 
dialogue modelling research that has been 
implemented in a number of dialogue systems. 
Some attempts have been made to introduce 
multimodal dialogue acts. It seems to be useful to 
introduce more refined dialogue acts that take into 
account the willingness of a conversational partner 
to construct a humorous utterance and that take into 
account the possibility to give interpretations to 
(parts of) previous utterances that may lead to 
humorous acts. Obviously, in order to be able to do 
so we need corpora of natural conversations that 
allows us to design, train and test algorithms and 
strategies. Holistic user-state modelling, as 
advocated in the German SmartKom project 
(http://www.smartkom.org/), is a possible way to 
obtain data from which recognition algorithms can 
be designed. 

Clearly, with such an approach we enter the area 
of emotion research. One of its viewpoints is that of 
appraisal theory, the evaluation of events and 
situations followed by categorizing arising affective 
states. Some of the theories that emerged from this 

viewpoint have been designed with computation in 
mind: designing a computational model to elicit and 
display emotions in a particular situation. A mature 
theory for calculating cognitive aspects of emotions 
is the OCC model, a framework of 22 distinct 
emotion types. A revised version of this model, 
presented in the context of believable ECA design 
was given in Ortony (2001). Can we make a step 
from event appraisal theories for deciding an 
appropriate emotion to appraisal theories for 
deciding the appropriateness of constructing a 
humorous act? As mentioned, issues that should be 
taken into account are the ability to construct a HA 
using elements of the discourse and the 
appropriateness of generating a HA in the particular 
context. In human-computer interaction applications 
some (mostly, stripped-down) versions of the model 
have been used. 

It seems also useful to review existing theories 
and observations concerning the appraisal of 
(humorous) situations (available as events, in 
conversations, in verbal descriptions or stories) in 
terms of possible agent models that include explicit 
modules for beliefs, desires, intentions and 
emotions. Believes, desires and intentions (goals) 
define the cognitive state of an agent. Because of 
perceptive events state changes take place. From the 
humour modelling point of view agent models of 
states and state changes need to include reasoning 
mechanisms about situations where there is the 
feeling that on the one hand the situation is normal, 
while at the same time there is a violation of a 
certain commitment of the agent about how things 
ought to be. From a humour point of view, relevant 
cognitive states should allow detection of surprise, 
incongruity and reconstruction of incongruity using 
reasoning mechanisms.  

 
6 Conclusions 

This paper touches upon the state of the art of 
conversational agents, humour modelling and 
affective computing. We made clear that it is useful 
to introduce characteristics of human-human 
interaction in agent-human interaction, including the 
generation of humour and the display of 
appreciation of humour. We introduced the notion 
of a humorous act in a conversation. No algorithms 
for constructing humorous acts or for deciding when 
to generate an act were given. Rather we discussed 
the issues involved and we presented examples. 
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Abstract. In human societies, behavior is often mediated by a set of rules which if broken, have 
practical (i.e. tarred reputation) as well as emotional consequences (i.e. feeling shame for one’s 
action). It is fear for both sanctions that leads to norm internalization. Trust and reputation 
mechanisms have focused on the practical consequences, neglecting to account for the weight of 
emotions.  In this article, we present shame and embarrassment as a possible behavior-controlling 
mechanism working on an emotional level and strengthening current trust and reputation systems. 
Through a three line inquiry, we discuss our future work joining into a single objective: to develop a 
self-conscious community whose members may engage in controlled and even more importantly, 
prosocial behaviors towards other members. 
 

1   Introduction 
Increasingly, a substantial proportion of 
individuals engage in social activities by means of 
computer-mediation (e.g. chat, email, message 
boards). However, among other reasons, the lack 
of social context cues has put a strain on 
communication resulting in an accumulative 
number of dishonest and hostile behaviors 
(Collins, 1992). Technological applications (i.e. 
trust and reputation mechanisms) have managed to 
partly solve this phenomenon but have not been 
entirely successful (e.g. eBay, Amazon). Evidence 
to this point, is their constant, technical adaptation 
aimed towards managing the increasing number of 
evolutionary behaviors.  
 
In this article, we take an emotion-driven approach 
towards solving this problem from the perspective 
of conversational informatics. We motivate human 
actors or agents to engage in fluid conversational 
behaviors and contribute to the objectives of this 
symposium through a fundamental exploration of 
self-evaluative emotions and the influence they 
exert on human behavior. As a consequence, we 
propose two strengthening extensions to existing 
approaches. First, we consider self-evaluative 
emotions in their social facility. The inclusion of 
social cues is considered a means towards 
controlling human behaviors and even supporting 
prosocial gestures in human-human networked 
interactions. Second, we consider self-evaluative 
emotions in their pacifying role, promoting 
forgiveness with the aid of situational and 
historical factors, thus encouraging more fulfilling 
interactions between human actors.  
 

This article is structured as follows. In section two, 
we discuss the motivations behind our work, 
denominated ‘DigitalBlush’ (Pitt, 2004). We 
continue on in section 3 to formally define the self-
evaluative emotions of shame and embarrassment. 
Section 4 presents the computational platform we 
are currently developing in which our theories will 
reify. In section 5 we discuss our future work on 
three key topics: (1) The makings of a self-
conscious community where self-evaluative 
emotions may be experienced and human behaviors 
may consequently change; (2) The technical 
development of outlets which will promote 
prosocial gestures amongst members (e.g. 
politeness, forgiveness); (3) Evaluation techniques 
for testing the presence of self-evaluative emotions 
and their behavioral consequences in the 
DigitalBlush setting. Finally, we conclude this 
research outline in section 6 with a summary of 
future directions.  

2   Motivations 
Computer-mediated human-human interactions 
have been recognized to promote behavior that 
departs from the social dynamics of face-to-face 
communication. Uncontrolled, harmful behaviors 
have overrun communities of social function, ones 
driven by economic motives, online gaming groups 
and even more surprisingly, health and emotional 
support groups. As a response, many types of tools 
have been developed, all meant to recover and 
enhance one’s sense of trust. For example, social 
communities use implicit and explicit peer-based 
networks where one engages in communication 
with another upon inferred or direct 
recommendation of a close friend (Jensen, Davis & 
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Farnham, 2002). Economic communities such as e-
Bay and Amazon among others have deployed 
reputation mechanisms driven by buyers’ 
impressions of their transaction with a particular 
seller. The historical compilation of the seller’s 
success rate serves as a trust informant where 
sellers with high reputations are more trustworthy 
and reliable (Resnick, Zeckhauser, Friedman, & 
Kuwabara, 2000). Emotional support forums use 
human mediators who reliably check new 
members’ backgrounds to make sure their motives 
are honest (Grady, 1998). But despite these efforts, 
malevolent actions have not been eradicated. 
Instead, members have persisted and found new 
ways to trick the system (Grady, 1998; Kong, 
2000). 
Online anonymity is regarded to be an important 
contributor to this problem (Johnson, 1997; 
Friedman, & Resnick, 1999). But maintaining an 
anonymous presence is particularly important in 
many domains. For example, an alcohol addict 
seeking advice on medical matters is more likely to 
engage in an online community which respects 
his/her privacy. In contrast, anonymity provides the 
means for deceit as anyone can take on the persona 
of an alcohol addict, elicit undue sympathy or even 
worst emotionally attack genuine members.  

This ethical dilemma calls for new solutions. 
Johnson (1997) has presented the socially-driven 
human mechanism of ‘internalizing norms of 
behavior’ as a possible solution to this problem. In 
human societies, behavior is often mediated by a 
set of rules which if broken, have practical (i.e. 
tarred reputation) as well as emotional 
consequences (i.e. feeling shame for one’s action). 
It is fear for both sanctions that leads to norm 
internalization. Current efforts have focused on the 
practical consequences, neglecting to account for 
the weight of emotions.  

In psychology, two emotions emerge as positive 
informants for human behavior that often guide 
interactions and prevent harmful offences. The 
emotions in reference are shame and 
embarrassment. Shame has been described as a 
behavior controller that points to its host the 
standards of propriety and behaviors needed to 
operate in its social group (e.g. Scheff, 1988). In 
similar ways, shame is considered in some 
instances an “affective style” guiding human 
processing information, self-evaluation and self-
regulatory behavior across time and situations 
(Magai & McFadden, 1995). The most severe 
consequences of shame point that it is only natural 
it would discretely hinder certain behaviors. 
Consequences that follow shame for ones’ friends, 
family and acquaintances are subsequent drops in 
their self-esteem and respect, rejection, 
disappointment, and ridicule (Buss, 1980). In 

contrast to shame, embarrassment has a softer 
function as a guide for social etiquette and public 
conduct; For example we dress appropriately for a 
formal occasion and extend efforts when politely 
addressing a superior officer. In short, we place 
importance in our self presentation and strive for 
positive evaluations from the ones around us 
(Miller, 1996).  

The inclusion of self-evaluative emotions in online 
interactions presents at least two important 
challenges. First, there is a need to determine 
whether human behavior may change as a 
consequence of this inclusion. Second, it is 
essential to go beyond this behavior controlling 
function to consider the prosocial derivatives of 
self-evaluative emotions (e.g. forgiveness).  

In this article we discuss the previous two 
dimensions and their hypothetical application in a 
distance learning community, used as a running 
example. In this community, a trust and reputation 
mechanism will encourage peer-to-peer 
performance ratings as a way to collectively inform 
the decision-maker (i.e. professor) of the student’s 
overall performance. The proposals offered here, 
will work on top of this mechanism towards 
attaining two end-objectives: (1) to transmit social 
cues making the experience of 
shame/embarrassment during a given violation 
possible and ultimately leading towards behavior 
internalization (2) to facilitate forgiveness where 
warranted as a reversal and prosocial mechanism 
ultimately nurturing generous gestures amongst 
community members in replacement of malignant 
ones. 

We begin our work on the subject by first 
providing a formal definition of shame and 
embarrassment.  

3   Shame and embarrassment, a 
formal definition 
The self-conscious, self-evaluative emotions of 
shame and embarrassment emerge after the age of 
two. Their late onset is explained by their causation 
as they result from a direct comparison of one’s 
behaviour to a set of rules or standards. This 
appraisal requires an advanced cognitive capacity 
which becomes available with age (Lewis, 
Sullivan, Stanger, & Weiss, 1989). Although both 
emotions share common grounds, their functions 
are to some extent divergent.  
 
Shame is a severe painful experience which is 
overwhelmingly self-focused (Lewis, 1971). It is a 
direct result of the perception that one’s behavior 
constitutes a rule, standard or goal violation. The 
violation in reference may be personal, cultural or 
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social in nature (Lewis, 2003). Shame can result in 
extremely harsh self-evaluations, in many cases 
leading to a withdrawal from society in an attempt 
to hide and avoid further humiliation (Buss, 1980; 
Ferguson & Crowley, 1997). Shameful 
experiences, although they may occur in social 
environments, do not depend on their actual 
presence.  

In contrast to shame, which is generated through 
infractions of one’s own evaluative standards, 
embarrassment is caused by fear of undesired 
evaluations from others. It is accompanied by the 
feeling of being observed and by an excessive 
awareness of one’s social stature. Embarrassment 
in a sense results from one’s efforts to project a 
desirable public image and one’s failure to sustain 
it (Mansted & Semin, 1981; Miller 1996; Semin & 
Mansted, 1981). Unlike shame, the presence of 
others actively stimulates embarrassment.  

There is no unanimous agreement on the relation 
between shame and embarrassment. Some emotion 
researchers claim the two emotions to be the same 
(Izard, 1977; Tomkins, 1963) while others believe 
them to be qualitatively distinct and self-standing 
(Babcock & Sabini, 1990; Lewis, 1992). We 
consider shame to derive from self-directed 
evaluations against one’s own personal, social or 
cultural standards and embarrassment to result 
from self-directed evaluations against social 
standards. Given that ones’ standards are 
subjective, it is possible for one person to feel 
embarrassment while another to feel shame as a 
result of the same violation.  This subjective factor 
leads us to believe that the two emotions work 
interchangeably and should be considered together.  

For our purposes and use, the flow of emotion 
experience for shame and embarrassment is 
simplified in the visualization below (see figure 1).   

         

Figure 1: Shame and embarrassment visualization that depicts 
the emotional cause, a standard violation, while experiencing 

self and others awareness. Others awareness is shown stronger 
during the experience of embarrassment 

Via this representation, we account for a number of 
factors that support or induce the two emotions. 

• Both emotions are a consequence of a cultural 
and/or personal and/or social standard violation  

• Self-awareness is requisite for the two emotions 
to materialize 

• In embarrassing situations the awareness of 
others is a strong predictor while in shame it 
plays a less important role. 

We briefly return to our distance learning scenario 
to draw a parallel to the previous three points.  If a 
student delivers a low quality assignment to his 
peers (constituting a social or personal standard 
violation), he/she is censured with bad ratings. In a 
community, where one has an acute sense of self 
and others (self and others awareness), such a 
social punishment should result into one of two 
emotions: shame, if maintaining quality work 
constitutes a personal standard, or embarrassment, 
due to the strong evaluation of fellow students 
present. 

4   A communicative platform 
In considering the makings of a platform for 
DigitalBlush, socio-cognitive grids as termed by 
Pitt and Artikis (2000) allow us a degree of 
freedom. Their definition considers both resources 
of networked computing and human participants as 
constituent parts of a single, unified grid. Therefore 
under the definition of socio-cognitive grids, we 
propose a DigitalBlush community brought 
together in a distance learning setting.  In this 
setting, participants of the community (i.e. students 
and professors) will connect with other members 
via their personal agents termed ‘moral agents’. 
Participants will conduct in team activities such as 
project assignments and will carry certain 
responsibilities towards their fellow members. 
Among other possibilities, in the context of this 
community a dishonest exchange of information 
(i.e. not delivering a promised assignment) will 
constitute a violation. Following successful 
assignment completions or rule violations, peers 
will rate each other quantitatively with 
performance ratings and qualitatively with 
expressive content. 
 
Towards developing our two proposals, namely an 
emotional behavior controlling mechanism and one 
that encourages prosocial activity, a number of 
exchanges will take place in our platform (a more 
detailed discussion follows in 5.1 and 5.2): 
 
• Human participants of a networked 

community will connect to each other 
synchronously and asynchronously via their 
moral agents. 
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• Moral agents will represent their human 
counterparts in the agent community. 

• Moral agents will not be entirely autonomous. 
Their role will be one of communicative and 
moral facilitation. Specifically,  

• A moral agent will carry social cues from 
its human participant to other participants 
and in reverse (see 5.1) 

• A moral agent will evaluate the success of 
its interactions with others and will relate 
its moral judgment to its human 
counterpart (see 5.2) 

In figure 2, we visually depict our platform, tying 
human to agent constituents.    

            
 

Figure 2: Human to human agent-facilitated interaction within 
the distance learning community 

 

Revisiting the running example, the community 
exchanges discussed aim to activate two emotional 
reactions (further developed in section 5). (1) 
Social cues from self and others intend to fortify a 
sense of online awareness, where a student’s bad 
conduct should be followed by a sense of shame or 
embarrassment; (2) Following a member’s 
undesired behavior, the agent will facilitate reversal 
of the violation (when appropriate) by encouraging 
offender and victim to extend prosocial gestures to 
one another. 

5   Future work: three key topics 
In the section to follow we reveal our future work 
on three key topics. First, we consider the role of 
social cues on the experience of self-evaluative 
emotions and we examine consequential behaviors. 
We then talk about the fallible human nature and 
the importance of supporting the coping 
mechanism of forgiveness. We conclude with a 
proposal for emotional evaluation which will put 
our theories to the test.  

5.1   The importance of social cues in 
sustaining self-evaluative emotions 

Shame and embarrassment are involuntarily 
expressed through the face, posture and speech 
(Buss, 1980; Lewis & Ramsey, 2002). In the 
presence of others, efforts to conceal the emotion 
such as covering the face are often made (Buss, 
1980). This feeling of conspicuousness and 
exposure is not surprising given the threat self-
evaluative emotions pose to one’s presentation and 
perception of self. The acute awareness brought on 
by face-to-face contact is communicated through a 
problem-solving experiment examining group 
communication preferences (i.e. phone, face-to-
face, CMC). Participants of the study were found to 
be more at ease communicating by phone. 
According to their accounts, face-to-face contact 
brought on social pressures (Connell & 
Mendelsohn, 2001). Thus, the emotional 
experience begins and continues evolving around a 
strong awareness of one’s self.    
 
A second factor, awareness of others, is vital for 
embarrassment to occur.  Others can be physically 
present as onlookers. Their presence may also be 
imaginary and their arrival anticipated, posing a 
continuous threat (Miller, 1996). This effect is 
vividly demonstrated through Dahl, Manchanda & 
Argo’s (2001) work examining embarrassment 
during sensitive purchases. Subjects making 
purchases in a room alone experienced 
embarrassment due to the anticipated presence of 
others (i.e. someone walking in on them at any 
moment). 
 
The interfacing of self and others during 
embarrassing or shameful encounters has been 
repeatedly investigated in psychology (Apsler, 
1975; Costa, Dinsbach, Manstead & Bitti, 2001; 
MacDonald & Davies, 1983). But social cues 
channeled from one person to another (and in 
reverse) affect human behavior online as much as 
they are known to do so offline. We briefly 
illustrate this point with two examples. 
 
Absence of self-awareness and others-awareness. 
A teenage girl joined an online emotional support 
message board pretending to be an expecting-
mother. Other group members related to her and 
extended their support. But despite the honesty of 
others, the fraud continued on for months (Grady, 
1998).  
 
An awareness of self and others. During a 
problem-solving task, participants who were 
observed by video or application-sharing, in 
contrast to those who were not, demonstrated 
impeded cognitive performance. According to their 
reports, there was an acute sense of being watched 
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which resulted to fear of others’ judgment (Brander 
& Mark, 2001).  
 
The previous examples are informative as they 
point to some of the strengths and weaknesses of 
self and others awareness in online settings. But for 
our purposes they are limited in scope. To our 
knowledge, online social cues have not been 
examined in relation to self-evaluative emotions. 
Hence, we concentrate on the impact of identity 
and social cues during shameful or embarrassing 
instances online. To be more specific we are 
concerned with the following points: 
 
• The strength of one’s online identity (e.g. 

onymous or anonymous) in relation to the degrees 
of perceived self-awareness. Behavioral 
consequences will be examined through the forms 
of address one uses towards another member 

• In the presence of a number of cues transmitted 
from the ‘self’ (e.g. video), we will measure self-
awareness, the strength of self-evaluative 
emotions and resulting attitudes  

• In the presence of ‘others’ (e.g. social proxy), we 
will measure  one’s  sense of public self-
awareness, the strength of self-evaluative 
emotions and resulting attitudes  

• Finally we will explore the possibility of 
intentional embarrassment (i.e. embarrassing 
someone following their violation) in relation to 
self-awareness  

Mainly, our future work on social cues attempts to 
strengthen self and others presence in order to 
cultivate the appropriate environment for an 
emotional response. We expect to find stronger 
emotional reactions when more aware of oneself 
and others present, in the long-term leading to more 
internalized behaviors. In a broader sense, our 
overarching aim is to reinvent the social stimulants 
of shame and embarrassment as manifested online 
and to explore their possible consequences 
alongside the practical implications as managed by 
trust and reputation mechanisms. Our findings will 
be used to inform the design of a self-conscious 
community, to be built on top of our 
communicative platform (see figure 2). 
 
5.2   Moral agents as prosocial 
facilitators 

The appeasement theory considers the relationship 
restoration between the victim and the 
transgressor, to qualify the very existence of 
embarrassment in the human species. Shame and 
embarrassment are followed by identifiable 
external signals (i.e. the blush) whose function is to 
appease and pacify observers or victims of 
violations. Hence, the emotion display plays an 

important role in exposing the transgressor’s 
violation acknowledgement which as a result may 
prompt sympathy or forgiveness from others during 
more serious transgressions and amusement during 
milder ones (Keltner & Buswell, 1997).  As a 
consequence, in DigitalBlush, the interplay 
between one’s acknowledgment (supported through 
our work in 5.1) and the possibility of another’s 
forgiveness is of paramount importance as it 
follows the natural cycle of emotion-reaction.  

Moreover, there are a number of other incentives to 
support this suggestion. Unlike in human societies 
where forbidden actions are coupled with legal 
repercussions, reputation systems fulfill a socially-
oriented duty by alerting the community’s 
members of one’s good standing. The decision to 
engage in collaborative efforts with another 
member is chiefly placed in the hands of each 
individual. In human-human interactions, a 
violation of standards is unavoidable but not 
unforgivable. Therefore, excluding forgiveness 
eradicates a significant moral-mechanism while 
attaching more value to cognitive ones. This as a 
result inhibits the prosocial effects that could 
follow an emotion-driven mechanism such as 
forgiveness. For example, reversal of one’s harmful 
action with a good deed offers a possible pathway 
to forgiveness (Buss, 1980). In some instances, 
issuing forgiveness alone is known to stimulate 
feelings of gratitude from the transgressor leading 
to voluntary reparative actions. In contrast to that, 
punishment of low-intent acts (i.e. accidentally 
breaking something) may result in anger and low 
compliancy behaviors (Kelln & Ellard, 1999).  

5.2.1 Motivating human forgiveness 

Forgiveness from others depends on a complex of 
many factors. In sum, severity of the violation, 
frequency of past acts, one’s intent, efforts to 
reverse the harm done, prior commitment with the 
transgressor and empathy felt for them, encompass 
some of the motivations interacting together 
towards forgiveness.  

In a more detailed analysis, the severity of the 
current act is at first assessed. Harsher judgments 
result from more severe violations (Boon & Sulsky, 
1997; Buss, 1980). Furthermore, a historical trail of 
one’s past behaviors is compared against the 
current violation. Together, frequency and severity 
of past acts impact one’s inclination to forgive 
(Buss, 1980). Apparent intent leads towards more 
negative attributions (Mansted & Semin, 1981) 
therefore suggesting that low intent actions lead to 
more positive attributions. Additionally, in human 
societies an immoral act may be reversed with a 
good deed (Buss, 1980). Prior familiarity and a 
relationship of commitment with the transgressor 
also increase the likelihood of forgiveness 
(McCullough, Rachal, Sandage, Worthington, 
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Brown & Hight, 1998). Good friends or successful 
business partners rely on a richer and mutually-
rewarding history that fosters a propensity towards 
forgiveness. Finally, empathy, one’s emotional 
response towards another’s affect (Gruen & 
Mendelsohn, 1986) is regarded as a mediator 
appeasing the victim and facilitating forgiveness 
(McCullough, Worthington & Rachal, 1997).  

5.2.2 Toward a formal model 

We are building a model of forgiveness that 
integrates with a trust and reputation mechanism 
(e.g. Neville & Pitt, 2003) where students rate one 
another on a number of metric scales. The 
accumulation of student ratings overtime will 
actively support the trust mechanism and will also 
be used to facilitate forgiveness (see figure 2). 
More specifically, we consider our agents to have a 
‘moral’ function because of their prosocial 
disposition following a given violation. In this role, 
a moral agent conducts an objective judgment and 
determines whether forgiveness is appropriate. It 
then conveys and justifies its evaluation to its 
human counterpart who will ultimately decide 
whether forgiveness will be issued. We are 
concerned with the following objectives: 

• Propose a dynamic model for forgiveness that is 
domain independent (i.e. social or economical)  

• Develop an operational model that will 
effectively integrate with the trust and reputation 
mechanism 

• Design a facilitation tool which will 
communicate the agent’s forgiveness decision 
and its judgment process to its human 
counterpart 

• Determine whether the inclusion of moral agents 
in DigitalBlush will alter human behavior by 
fostering forgiveness from the victim and 
stimulating prosocial gestures from the 
transgressor. 

5.3   Evaluating DigitalBlush 

In designing an emotion-driven platform, we face 
the challenge of evaluating its success. This section 
considers the think-aloud protocol as a possible 
evaluation solution. 
 
Ericsson and Simon (1993) presented the think 
aloud protocol as a viable method that accurately 
reveals the cognitive processes supporting 
problem-solving. Since then, among other 
applications, usability testing has leveraged the 
think aloud protocol to provide insight on users’ 
cognitive workings during their interaction with an 
interface. In a typical usability session, human 
subjects are instructed to verbalize their thought 
process while conducting a certain task. Therefore, 

think-aloud accounts in the domain of usability 
testing, provide the reasons behind users’ decisions 
or behaviors. Interestingly, the think aloud protocol 
in its original form did not suffice and was 
readapted to fit the special requirements of 
usability testing (Boren & Ramey, 2000).  
 
Departing from its cognitive facility, we propose an 
emotional extension of the think aloud protocol that 
will serve as an evaluation tool revealing 
information about a user’s emotional state. We 
present two facts to support this proposal. First, 
vocal expression is characterized by identifiable 
changes in acoustic cues that map to a number of 
emotions with above chance accuracy. In fact, the 
possibility of correlating vocal expression to an 
emotional state has been the driving force behind 
many vocal evaluation efforts (Scherer, 2003). 
Second, voice appears to be spontaneous in 
expression. For example, voice pitch has been 
found to persist despite efforts to suppress 
expression and to deceive others (Ekman, Friesen 
& Scherer, 1976).  
 
In our short term objectives, we envision the 
emotional think-aloud extension to evolve around 
three points: 
 
• User training. Designing useful and effective 

instructions to train users in the extended 
protocol administration 

• Individual differences. Determining the 
cultural universality of vocal emotional 
expressivity  during the application of the 
extended think aloud 

• Decoding. Achieving inter-rater agreement and 
reliability (always in terms of user-rater 
culture). 

Our long term efforts will focus on speech analysis 
tools that will support evaluators during their 
assessments.  

6   Summary 
In this research outline, we have presented our 
vision of DigitalBlush as a platform where self-
conscious emotions are experienced, control human 
behavior and foster prosocial gestures amongst 
members. In summary, our approach towards 
attaining the full-fledged objective is threefold. 
First, we suggest the inclusion of social cues from 
the self and others to support increasing self-
awareness and others-awareness, as a result leading 
to norm internalization. Second, it is our belief that 
social cues transmitting one’s emotion 
acknowledgement along with a moral agent’s 
facilitation can foster the prosocial coping 
mechanism of forgiveness. Third, we intend to 
develop a viable emotional extension of the think 
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aloud protocol, aimed towards evaluating our work 
in the DigitalBlush platform.  

As we end this article, we briefly mention the User-
Centered Design (UCD) discipline and its 
transparent role throughout our work. Although 
emotion research poses a different set of 
requirements, we still find certain user-centered 
advocacies transferable and valuable. More 
specifically, our work is driven by the following 
two principles: 

• Targeting the right group of users: DigitalBlush 
will be built around a distance learning scenario 
pertinent to student users. Our experiments will 
rely on this user base 

• Involve users in the design process: During our 
three research inquiries we will conduct 
exploratory studies with student users. The results 
yielded will be used to guide our design choices. 

     
 

Figure 3: A cyclic approach to DigitalBlush where each research 
segment helps inform the next one 

By means of the UCD principle, DigitalBlush is 
visualized into three distinct ‘parts’ (see figure 3) 
each evolving and developing around its self-
contained needs. Driven by the same cause, all 
three are inter-related in several ways making 
knowledge-transfer possible in support of others.  
 
In closing, DigitalBlush driven by the workings of 
self-evaluative emotions in human societies aims to 
enhance conversations between constituents of a 
community in several ways. Social cues inhibit 
harmful behaviors by integrating underlying 
components found in human-human conversations. 
Even more importantly, social cues and moral 
judgments facilitate forgiveness by encouraging 
members to extend prosocial gestures to one 
another. We envision these two points to add to 
current limitations of trust and reputation 
mechanisms by supporting ‘internalization of 
norms of behavior’ while at the same time 
departing from their behavior-controlling role to 
create fluid, altruistic and fulfilling interactions.  
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Abstract

In the paper, we first present an approach to extract social networks from message boards on the Inter-
net. Then we show structural features of 3,000 social networks extracted from 3,000 message boards
from 15 categories in Yahoo!Japan Message Boards to prove the relationships between the features
and the categories. After we classify social networks into three types (interactive communication,
distributed expertise communication and soapbox communication), we suggest an approach for min-
ing social networks to identify the types of communication, the roles of individuals, and important
ties, all of which can be used to redesign the means communication as well as understand the state of
communication.

1 Introduction

With the advent of popular social networking services
on the Internet such as Friendster1 and Orkut2, social
networks are again coming into the limelight with re-
spect to this new communication platform. A social
network shows the relationships between individuals
in a group or organization where we can observe their
social activities. For example, individuals who share
a serious problem might all join a discussion on ways
to solve the problem, while in another case only a
few knowledgeable individuals might give informa-
tion when individuals seek to find out more about spe-
cific topics.

Social networks have been studied for decades.
Milgram discovered what we now call ‘small-world
phenomena’ which show that everyone is connected
to each other through a short chain in their social
networks (Milgram 1967). Rogers classified each
person into five types according to their stage re-

1http://www.friendster.com/
2http://www.orkut.com/

garding the adoption of new ideas (Rogers 1995).
Granovetter insisted that weak ties spanning local
relationship boundaries contribute to the diffusion
of information (Granovetter 1973). Freeman pro-
posed centrality measures to identify the impor-
tance of individuals and ties in a social network
(Freeman 1978). Scott used social networks to iden-
tify gaps in information flow within an organiza-
tion to find ways to get work done more effectively
(Scott 1992). Krackhardt studied the importance of
informal networks in organizations and revealed the
effect of these networks on the accomplishment of
tasks (Krackhardt and Hanson 93).

Social networks in online communication have
been studied as well. Ohsawa et al. classified com-
munities into six types according to the structural fea-
tures of the word co-occurrence structure of com-
munications (Ohsawa et al. 2002). Tyler et al. an-
alyzed e-mail logs within an organization to iden-
tify communities of practice – informal collabora-
tive networks – and leaders within the communities
(Tyler et al. 2003). Matsumura et al. revealed the ef-
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fect of anonymity and ASCII art on communication
through message boards (Matsumura et al. 2004).

In addition, much research on social networks has
been done in past decades and many properties of
these networks are now well known. However, the
causality between social networks and communica-
tion types are still veiled in mystery. In this paper,
we aim at revealing some of the mystery by mining
social networks in message boards to understand the
state of communication and obtain new ideas regard-
ing communication redesign.

The remainder of this paper proceeds as follows.
In Section 2, we present an approach to extract so-
cial networks from message boards on the Internet.
Then we introduce five indices that can be used to
measure the structural features of social networks in
Section 3. We describe three types of communication
based on the classification of 3,000 social networks in
Section 4. In Section 5, we suggest an approach for
mining social networks which enables us to identify
the types of communication, the roles of individuals,
and important ties. Our conclusions and directions
for future work are given in Section 6.

2 Extracting Social Networks

In a social network based upon online communica-
tion, the distance between individuals does not mean
‘geographical distance’ because each person lives in
a virtual world. Instead, distance can be considered
‘psychological distance’ and this can be measured by
the “influence” wielded among the members of the
network.

Consider the situation where an individualp has a
great deal of influence on an individualq. In this case,
we can consider three types of relationship.

Case 1. p is close toq.

Case 2. q is close top.

Case 3. p andq are close to each other.

Cases 1 and 2 show uni-directional relationships, and
Case 3 shows a bi-directional relationship. Most pre-
vious studies of social networks employed undirec-
tional social networks, i.e., Case 3, because of the
simplicity of analysis. However, the relationship be-
tween individuals is not symmetric because of their
activities and social situations (Wallace 1999). In ad-
dition, the difference of the distances between two
individuals could be a key to understanding the re-
lationships since it shows the communication gap be-
tween them. For this reason, we treat a social network

as an asymmetric network where vertices denote in-
dividuals and directed links denote the flows of in-
fluence. In this paper, we do not need to distinguish
Case 1 from Case 2 (e.g., the direction of the rela-
tionship distance) because our approach to measuring
the communication gap, described later, produces the
same results regardless of the direction.

We measure the influnce by using the IDM (Influ-
ence Diffusion Model) algorithm in which the influ-
ence between a pair of individuals is measured as the
sum of propagating terms among them via messages
(Matsumura 2003). Here, let a message chain be a
series of messages connected by post-reply relation-
ships, and the influence of a messagex on a message
y (x precedesy) in the same message chain beix→y.
Then,ix→y is defined as

ix→y = |wx ∩ · · · ∩ wy|, (1)

wherewx and wy are the set of terms inx and y,
respectively, and|wx ∩ · · · ∩ wy| is the number of
terms propagating fromx to y via other messages. If
x andy are not in the same message chain, we define
ix→y as0 because the terms inx andy are used in
a different context and there is no influence between
them.

Based on the influence between messages, we next
measure the influence of an individualp on an in-
dividual q as the total influence ofp’s messages on
other’s messages throughq’s messages replying top’s
messages. Let the set ofp’s messages beα, the set
of q’s messages replying to any ofα be β, and the
message chains starting from a messagez beξz. The
influence fromp ontoq, jp→q, is then defined as

jp→q =
∑
x∈α

∑

z∈β

∑

y∈ξz

ix→y. (2)

Here we see the influence ofp onq asq’s contribu-
tion toward the spread ofp’s messages. The influence
of each individual is also measurable usingjp→q. Let
the influence ofp bekp, and all other individuals be
γ. Then,kp is defined as

kp =
∑
q∈γ

jp→q. (3)

As an example of measuring the influence, let us
use the simple message chain shown in Figure 1
where Anne posted Message 1, Bobby posted Mes-
sage 2 as a reply to Message 1, and Cathy posted
Message 3 and Message 4 as replies to Message 2 and
Message 1, respectively. In the figure, solid arrows
show the replies to previous messages, and dotted ar-
rows show the flows of influence. Here, the influence
between a pair of individuals is as follows.
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Figure 1: A message chain of five messages sent by three individuals.

• The influence of Anne on Bobby is 3 (i.e.,
jAnne→Bobby = 3), because two terms (“Envi-
ronment” and “Convenience”) were propagated
from Anne to Bobby, and one term (“Environ-
ment”) was propagated from Anne to Cathy via
Bobby.

• The influence of Anne on Cathy is 1 (i.e.,
iAnne→Cathy = 1), because one term (“Price”)
was propagated from Anne to Cathy.

• The influence of Bobby on Cathy is 1 (i.e.,
iBobby→Cathy = 1), because one term (“Envi-
ronment”) was propagated from Bobby to Cathy.

• The influence of Bobby on Anne and of Cathy
on Anne is 0 (i.e.,iBobby→Anne = 0 and
iCathy→Anne = 0), because no term was propa-
gated to Anne from either Bobby or Cathy.

Note that we ignore the influence of Anne on
Cathy, even though a term “Environment” was prop-
agated from Anne to Cathy via Bobby, because we
want to measure direct influence between individuals.
Instead, we consider the indirect influence of Anne on
Cathy via Bobby as the contribution of Bobby, and
add it to the influence of Anne on Bobby.

By mapping the influence between individuals, we
can obtain a social network showing influence as in
Figure 2 where their relationships are shown as direc-
tional links and the influence between them. From the

figure, we can understand the influential relationships
between individuals, and guess their roles in the com-
munication — e.g., as opinion leaders and followers
(Rogers 1995) — from the influence. For example,
Anne would be an opinion leader because she was the
source of the most influence on others. Bobby would
be a mediator because he was a recipient of influence
and transmitted some of it to Cathy. Cathy would be
a follower because she only received influence from
others.

The influence between individuals also shows the
distance between them with respect to contextual
similarity since the influence indicates the degree of
their shared interest represented as terms. The influ-
ence and contextual distance between individuals are
inversely related; i.e., the greater the influence, the
shorter the distance. Here, let us define the length of
a link (i.e., distance) as follows.

Definition 1 (The distance of a link) The distance
from an individualp to an individualq, dp→q, is de-
fined as the value inversely proportionate to the influ-
ence fromp to q; i.e., dp→q = 1/jp→q.

The distance is between 0 and 1 when the influ-
ence is more than 0. However, the distance cannot
be measured by the above definition if the influence
is 0. In that case, we define the distancen − 1 (n is
the number of individuals participating in communi-
cation) as the case of the weakest relationships; i.e.,
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Figure 2: A social network showing the influence
from Figure 1.

Figure 3: A social network showing the distance from
Figure 1.

the diameter of a social network where all individu-
als are connected linearly with maximum distance. In
this way, an asymmetric social network with distance
is extracted from message chains as shown in Figure
3.

3 Communication Gaps in Social
Networks

Based on the forward and backward distances be-
tween two individuals in a social network, we can
consider three types of relationship between them.

Type 1. Two-sided communication:Two individu-
als actively exchange their ideas with each other.
In this case, they are equivalent in communica-
tion, and their closeness can be identified by the
short distances between them.

Type 2. One-sided communication:One individ-
ual’s idea is received by an individual, while
another individual’s idea is not. In this case,

the two senders are not equivalent in commu-
nication, as can be identified from the distance
between them since the forward distances and
backward distances will differ from each other.

Type 3. Sparse communication:Two individuals
rarely exchange ideas with each other. In this
case, they are not involved in communication,
and their relationship can be identified from the
long distances between them.

These three types, in other words, correspond to
various “communication gaps” between two individ-
uals. By measuring the communication gaps for all
pairs of individuals in a social network, we can under-
stand the state of their communication. For example,
a small gap indicates active communication, while a
large gap suggests inactive communication.

The distances can also be measured for two indi-
viduals who are not directly connected, but are indi-
rectly connected via other individuals because they
can exchange their ideas through others. Interest-
ingly, the shortest path between individuals is often
not an existing direct path, but an indirect path. In
this paper, we consider the distance of the shortest
path as the distance between two individuals since it
reflects the real channel of their communication.

Here, let the distance of the shortest path from an
individualp to another individualq bedp→q (dp→q =
0 if p is equal toq) and the set of all individuals in a
social network beγ. We then propose three indices,
Gdiff , Gmax andGmin, that measure the collective
communication gap in the social network from differ-
ent points of view.

• Gdiff measures the communication gap by ac-
cumulating the differences in the distances of the
shortest paths between all pairs of individuals.
Gdiff is defined as

Gdiff =
1
2

∑
p∈γ

∑
q∈γ

|dp→q − dq→p|, (4)

where |dp→q − dq→p| is the absolute value of
(dp→q − dq→p).

• Gmax measures the communication gap by ac-
cumulating the longer distances of the shortest
paths between all pairs of individuals as a bot-
tleneck hindering communication.Gmax is de-
fined as

Gmax =
1
2

∑
p∈γ

∑
q∈γ

max(dp→q, dq→p), (5)

wheremax(dp→q, dq→p) returns the maximum
value from{dp→q, dq→p}.
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• Gmin measures the communication gap by ac-
cumulating the shorter distances of the shortest
paths between all pairs of individuals.Gmin is
defined as

Gmin =
1
2

∑
p∈γ

∑
q∈γ

min(dp→q, dq→p), (6)

wheremin(dp→q, dq→p) returns the minimum
value from{dp→q, dq→p}.

We can also consider another approach to identify-
ing the state of communication by using only the dis-
tances between individuals instead of the differences
between distances since the distance itself shows an-
other aspect of communication gaps. The approach
is known as “closeness centrality” where individuals
nearby are more like to give/receive information more
quickly than others (Freeman 1978). Based on close-
ness centrality, we propose two more indices for mea-
suring the collective communication gap,Cdiff and
Cdist, as follows.

• Cdiff measures the communication gap by ac-
cumulating the differences in the closeness cen-
tralities of individuals.Cdiff is defined as

Cdiff =
∑
p∈γ

|cin
p − cout

p |, (7)

wherecin
p means the inward closeness central-

ity that shows the sum of distances of the short-
est paths from all other individuals top, and
cout
p means the outward closeness centrality that

shows the sum of distances of the shortest paths
from p to all other individuals.

• Cdist measures the communication gap by ac-
cumulating the closeness centralities of individ-
uals.Cdist is defined as

Cdist =
∑
p∈γ

cout
p . (8)

Note thatCdist doesn’t change even if we use
cin
p instead ofcout

p .

4 Three Types of Communica-
tion

To determine the features of the five indices pro-
posed in Section 3, we analyzed 3,000 social net-
works. The analysis procedure was as follows.

Step 1. We downloaded 3,000 message boards from
15 categories of Yahoo!Japan Message Boards.
To equalize the number of messages for each
message board, we selected message boards
having more than 300 messages and downloaded
the first 300 messages. Then, we removed stop
words (words except for noun and verb words)
from all the messages to accurately measure
content-derived influence. In this way, we pre-
pared 3,000 message boards with each having
300 messages.

Step 2. We extracted a social network from each
message board using the approach described in
Section 2. To equalize the number of individu-
als in a social network, we constructed a social
network with the 10 most influential individu-
als identified by Equation (3). We thus obtained
3,000 social networks, each consisting of 10 in-
dividuals.

Step 3. We measuredGdiff , Gmax, Gmin, Cdist,
and Cdiff for the 3,000 extracted social net-
works. To equalize the range of the indices,
we normalized each index by dividing it by its
theoretical maximum. The normalized indices,
G′diff , G′max, G′min, C ′diff , andC ′dist, were

G′diff =
Gdiff

nC2(n− 1)
(9)

G′max =
Gmax

nC2(n− 1)
(10)

G′min =
Gmin

nC2(n− 1)
(11)

C ′diff =
Cdiff

n(n− 1)2
(12)

C ′dist =
Cdist

n(n− 1)2
(13)

Step 4. The average of each index was calculated for
each category.

The values of the five indices for the fifteen cat-
egories are shown in Table 1. Here, to investigate
the relationships between the indices and categories,
we applied hierarchical cluster analysis to the data.
This analysis merges clusters based on the mean Eu-
clidean distance between the elements of each clus-
ter. A tree-like diagram, called a dendrogram, is then
constructed as shown in Figure 4. From this figure,
we can find three major clusters, each corresponding
to a type of communication. We named the clusters
as follows.
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Table 1: The average of normalized five indices for 15 categories measured from 3,000 message boards in Ya-
hoo!Japan Message Boards.

Categories C ′dist C ′diff G′diff G′max G′min

Family & Home 0.032 0.028 0.032 0.048 0.017
Health & Wellness 0.065 0.065 0.073 0.100 0.029
Arts 0.068 0.070 0.081 0.108 0.029
Science 0.072 0.068 0.078 0.110 0.034
Cultures & Community 0.085 0.061 0.071 0.120 0.051
Romance & Relationships 0.081 0.079 0.089 0.125 0.038
Hobbies & Crafts 0.095 0.092 0.106 0.146 0.043
Regional 0.161 0.120 0.142 0.230 0.093
Entertainment 0.151 0.129 0.157 0.228 0.075
Government & Politics 0.217 0.167 0.197 0.313 0.120
Business & Finance 0.241 0.160 0.184 0.331 0.150
Schools & Education 0.253 0.161 0.195 0.349 0.158
Recreation & Sports 0.239 0.208 0.253 0.362 0.116
Computers & Internet 0.447 0.221 0.272 0.579 0.315
Current Events 0.455 0.220 0.271 0.588 0.322

Interactive Communication: This cluster includes
seven categories (“Arts”, “Sciences”, “Health
& Wellness”, “Culture & Community”, “Ro-
mance & Relationships”, “Hobbies & Crafts”,
and “Family & Home”), the indices of which
are considerably smaller than those of other cat-
egories. The topics in these categories are com-
mon and familiar to many individuals who share
these interests. As a consequence, individu-
als are naturally involved in the communication,
and actively exchange their ideas with others.

Distributed Expertise Communication: This clus-
ter includes six categories (“Regional”, “En-
tertainment”, “Business & Finance”, “Schools
& Education”, “Government & Politics”, and
“Recreation & Sports”), the indices of which
are generally higher than those of the interac-
tive communication categories. As the topics in
these categories are somewhat specific and dis-
putable, experienced or knowledgeable individ-
uals contribute most to the communication.

Soapbox Communication: This cluster includes
two categories (“Computers & Internet” and
“Current Events”), the indices of which are
higher than those of the above two clusters. The
topics in these categories are mainly current
affairs or topical news, and the communication
is one-way from informers to audiences (or
lurkers).

From the above results, we can say that there
are roughly three types of communication in Ya-
hoo!Japan Message Boards. If these types are com-
mon properties in other social networks, it will be
possible to identify the state of communication by
measuring the five indices.

We expected that the five indices would reveal dif-
ferent aspects of communication, however the Pear-
son correlation coefficients between them were over
0.9. This meant that these indices were not statisti-
cally distinct. In other words, we should be able to
identify the types of communication by using only
one index instead of all five. In the following, we
show some approaches to mining social networks
based onG′max becauseG′max proved to be the most
discriminative index for identifying clusters.

5 Mining Social Networks

Mining of social networks is done to identify the
types of communication, understand the roles of in-
dividuals, and explore remedies for communication
gaps in social networks. In this section, we present
case studies of mining social networks based on com-
munication types andGmax explained before.

5.1 Communication Types

We prepared two types of message log, log 1 and
log 2, each of which was extracted from a mes-
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Figure 4: A dendrogram produced through hierarchical cluster analysis.

sage board on DISCUS3 (Goldberg 2003). Log 1
consisted of 72 messages posted by five individuals
(one Japanese researcher, one Spanish researcher, and
three Japanese businesspersons) who discussed “cell
phones and women” in English. Log 2 consisted of
102 messages posted by six individuals (two Japanese
researchers, one Spanish researcher, one Japanese
businessperson, one Chinese student, and one Tai-
wanese student) who discussed “purchase of a house”
in English. Note that the real names of individuals
have been replaced with fictional names to protect
their privacy.

Figures 5 and 6 are social networks showing the
distance extracted from log 1 and log 2, respectively,
using the approach described in Section 2. Once we
obtained the social networks,G′max was measured
as 0.069 from Figure 5 and 0.364 from of Figure 6.
ComparingG′max with the clustering results in Sec-
tion 4, we can identify the types of communication of
log 1 and log 2 as “interactive communication” and
“distributed expertise”, respectively.

The topic in log 1 was familiar to the individuals
because they use cell phones everyday. On the other

3http://www-discus.ge.uiuc.edu/

hand, the purchase of a house is a big event in life,
and many individuals have no experience of making
such a purchase. Therefore, the communication in
log 2 was controlled by a few experienced individu-
als. Thus, the communication types of log 1 and log 2
seem to have properly reflected the types of real com-
munication.

5.2 Roles of Individuals

As shown by the definition ofGmax in Equation
(5),Gmax is measured by summing each individual’s
communication gaps with respect to other individu-
als. That is,Gmax for each individual is easily mea-
surable by translating the definition ofGmax. Let the
communication gap of an individualp begmax. We
can then definegmax as

gmax =
1
2

∑
q∈γ

max(dp→q, dq→p). (14)

Normalizedgmax is measured by dividing by the
theoretical maximum. Let the normalizedgmax be
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Figure 5: The social network with distance extracted
from log1.Gmax = 0.069.
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Figure 6: The social network with distance extracted
from log 2.Gmax = 0.364.

Table 2: Three most important links in Figure 6.

Link lmax G′′max G′max

Erika→ Ana 0.574 0.938 0.364
Danny→ Ana 0.270 0.634 0.364
Ana→ Erika 0.226 0.590 0.364

g′max. Then,g′max is defined as

g′max =
gmax

1
2n(n− 1)

. (15)

As theGmax of Figure 6 is high, let us measure
each individual’sg′max to reveal the source of the
communication gap. As shown in Table 3, Fabian has
the highestg′max. From this, we can understand that
there are communication gaps around Fabian.

The roles of individuals are also identified from
their relationships with others. If removing a link
raisesG′max, the link is considered to help reduce the
communication gap and is therefore important. That
is, we can measure the importance of each link by
comparing theG′max of the original social network
with that link to G′max of a social network without
the link. Let the importance of a link belmax. We
then definelmax as

lmax = G′′max −G′max, (16)

Table 3:g′max of each individual in Figure 6.

Ana Bill Claudette Danny Erika Fabian

g′max 0.038 0.039 0.038 0.040 0.042 0.167

whereG′′max is theG′max measured from a social net-
work without the link. From the top threelmax values
in Figure 6 listed in Table 2, we can see that a link
from Erika to Anna is the most important.

During interviews with the individuals in Figure 6,
we found that they considered Fabian creative, but
strong-willed to the degree that nobody could counter
his ideas. As a result, the communication around him
did not go well. They also agreed with the results re-
garding the important links in Table 2 because these
were the links actively used to exchange ideas during
the period under study.

5.3 Remedies for Communication Gaps

Once we can obtain information about who are the
causes of communication gaps and which links are
most important for communication, we can prepare a
remedy to improve communication. For example, the
following three approaches could be the candidates of
the remedies, apart from the feasibility.

• Persuade inactive individuals to contribute to the
communication, or persuade strong individuals
to listen to others’ ideas. While this approach
is straightforward, the effectiveness of such per-
suasion depends on many factors which are be-
yond the scope of this paper.

• Remove inactive or strong individuals from the
communication. This approach is easy and has
an immediate effect, but it is not constructive
since we would lose the potential contributions
of the excluded individuals.

• Add another individual who can communicate
with inactive or strong individuals to bridge
communication gaps. To find such individuals,
the link importance can be used.

We can also simulate the importance of virtual
links which make the communication gap smaller.
For example, if there was a link from Anne to Fabian,
G′max would dynamically drop from 0.364 to 0.069
as shown in Figure 7.

Needless to say, there approaches above should be
planned carefully before putting into practice. Hav-
ing an inverview with individuals for surveying the
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Figure 7: A link from Ana to Fabian causesG′max to
dynamically drop from 0.364 to 0.069.

effect of a remedy would further enhance the possi-
bility of the success of mining social networks.

6 Conclusion

We have described an approach to extracting social
networks from a message board. We then revealed
three types of communication from point of com-
munication gaps, and suggested some approaches to
mining social networks.

Human beings are social creatures, and we could
not survive without cooperating with others. It also
suggests that understanding how relationships are
created and functioned is essential to make our lives
happier and richer. The range of our social networks
is rapidly expanding than before as the Internet ac-
celerates our communication via E-mail, Chat, Video
conference system etc. Reflecting such a situation,
managing and utilizing social networks will be an in-
creasingly important part of our lives. We hope this
study will contribute to the realization of a better way
of life through human relationships.
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Abstract 

This paper reports on our research on developing the ability for robots to engage with humans in a collaborative conversa-
tion.  Engagement is the process by which two (or more) participants establish, maintain and end their perceived connection 
during interactions they jointly undertake.  Many of these interactions are dialogues and we focus on dialogues in which the 
robot is a host to the human in a physical environment. The paper reports on human-human engagement and its application 
to a robot that collaborates with a human on a demonstration of equipment.   
 
1 Introduction 
One goal for interaction between people and robots cen-
ters on conversation about tasks that a person and a robot 
can undertake together.  Not only does this goal require 
linguistic knowledge about the operation of conversation, 
and real world knowledge of how to perform tasks jointly, 
but the robot must also interpret and produce behaviors 
that convey the intention to start the interaction, maintain 
it or to bring it to a close.  We call such behaviors en-
gagement behaviors.  Our research concerns the process 
by which a robot can undertake such behaviors and re-
spond to those performed by people. 
 
Engagement is the process by which two (or more) par-
ticipants establish, maintain and end their perceived con-
nection during interactions they jointly undertake.  En-
gagement is supported by the use of conversation (that is, 
spoken linguistic behavior), ability to collaborate on a 
task (that is, collaborative behavior), and gestural behav-
ior that conveys connection between the participants.  
While it might seem that conversational utterances alone 
are enough to convey connectedness (as is the case on the 
telephone), gestural behavior in face-to-face conversation 
provides significant evidence of  connection between the 
participants. 
 Conversational gestures generally concern gaze at/away 
from the conversational partner, pointing behaviors, (bod-
ily) addressing the conversational participant and other 
persons/objects in the environment, and various hand 
signs, all with appropriate synchronization with the con-
versational, collaborative behavior. These gestures are 
culturally determined, but every culture has some set of 
behaviors to accomplish the engagement task.  These ges-
tures sometimes also have the dual role of providing sen-
sory input (to the eyes and ears) as well as telling conver-

sational participants about their interaction.  Our research 
focuses on how gestures tell participants about their inter-
action, but we also must address the matter of sensory 
input as well. 
Conversation, collaboration on activities, and gestures 
together provide interaction participants with ongoing 
updates of their attention and interest in a face-to-face 
interaction.  Attention and interest tell each participant 
that the other is not only following what is happening (i.e. 
grounding), but intends to continue the interaction at the 
present time. 
 Not only must a robot produce engagement behaviors in 
collaborating with a human conversational partner (here-
after CP), but also it must interpret similar behaviors from 
its  CP.  Proper gestures by the robot and correct interpre-
tation of human gestures dramatically affect the success 
of interaction.  Inappropriate behaviors can cause humans 
and robots to misinterpret each other’s intentions.  For 
example, a robot might look away for an extended period 
of time from the human, a signal to the human that it 
wishes to disengage from the conversation and could 
thereby terminate the collaboration unnecessarily.  Incor-
rect recognition of the human's behaviors can lead the 
robot to press on with an interaction in which the human 
no longer wants to participate. 

2 Learning from Human Behavior 
To determine gestures, we have developed a set of rules 
for engagement in the interaction. These rules are gath-
ered from the linguistic and psycholinguistic literature 
(for example, Kendon (1967)) as well as from 3.5 hours 
of videotape of a human host guiding a human visitor on 
tour of laboratory artifacts.  These gestures reflect US 
standard cultural rules for US speakers.  For other cultures, 
a different set of rules must be investigated.  
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 Our initial set of gestures were quite simple, and applied 
to a hosting activities, that is, the collaborative activity in 
which an agent provides guidance in the form of informa-
tion, entertainment, education or other services in the 
user's environment and may also request that the user un-
dertake actions to support the fulfillment of those services. 
Initially, human-robot conversations consisted of the ro-
bot and visitor greeting each other and discussing a pro-
ject in the laboratory.  However, in hosting conversations, 
robots and people must discuss and interact with objects 
as well as each other.  
As we have learned from careful study of the videotapes 
we have collected (see Sidner et al, 2003), people do not 
always track the speaking CP, not only because they have 
conflicting goals (e.g. they must attend to objects they 
manipulate), but also because they can use the voice 
channel to indicate that they are following information 
even when they do not track the CP.  They also simply 
fail to track the speaking CP sometimes without the CP 
attempting to direct them back to tracking.  Our results 
differ from those of Nakano et al (2003), perhaps because 
of the detailed instruction giving between the participants 
in Nakano’s experiments. 
Experience from this data has resulted in the principle of 
conversational tracking: participants in a collaborative 
conversation track the other's face during the conversation 
in balance with the requirement to look away to: (1) par-
ticipate in actions relevant to the collaboration, or (2) 
multi-task activities unrelated to the collaboration at hand, 
such as scanning the surrounding scene for interest, 
avoidance of damaging encounters, or personal activities. 
To explore interactions with such gestures, our robot acts 
as a host to a human visitor participating in a demo in a 
laboratory. The use of the CollagenTM system (Rich et al, 
2001) to model conversation and collaboration permits 
the interaction to be more general and easily changed than 
techniques such as (Fong et al, 2001). One such conversa-
tion taken from a conversation log is shown in Appendix 
1;  it does not show the robot’s or the human’s gestures.  
There are many alternatives paths in the conversation that 
cannot be provided in a short space.  The conversation 
concerns an invention, called IGlassware (a kind of elec-
tronic cup sitting on a table), that the robot and visitor 
demonstrate together.  As the reader will notice, the ro-
bot’s conversation are robot controlled in large part be-
cause when a more mixed initiative style is used, partici-
pants tend to produce many types of utterances, and 
speech recogntion becomes to unreliable for successful 
conversation. 
 

 
Figure 1: Mel, the penguin robot 

 
The robot is a penguin (see Figure 1) with a humanoid 
face (eyes facing forward and a beak that opens and 
closes), which we hypothesize is essential to allow human 
participants to assume familiarity with what the robot will 
at least say.  We have not attempted yet to test this hy-
pothesis as doing so would require experimenting with 
other non-humanoid models, which we are not equipped 
to do.  The robot is a 7 DOF stationary robot.  Details of 
the robot’s sensory devices and the architecture it uses 
can be found in (Sidner et al, 2004b). 
The penguin robot has been provided with gestural rules 
so that it can undertake the hosting conversations dis-
cussed previously.   The robot has gestures for greeting a 
visitor, looking at the visitor and others during the demo, 
looking at the IGlass cup and table when pointing to it or 
discussing it, for ending the interaction, and for tracking 
the visitor when the visitor is speaking.  The robot also 
interrupts its intended conversation about the demo, when 
the visitor does not take a turn at the expected point in the 
interaction.  Failing to take a turn is an indication of the 
desire to disengage, and the robot queries the visitor about 
his/her desire to continue.  Continuing lack of response or 
an answer indicating desire to end the demo will lead to a 
closing sequence on the robot’s part. 
Our robot attempts to keep its face on the human visitor 
when it speaks and listens except for when it looks at the 
cup and table.  It does not expect that the human will look 
at it at all times for two reasons: (1) as our video data 
show, people do not do so with human partners; and (2) 
humans may pay less attention to the robot just because it 
is a robot and not a human partner.  However, the robot 
does expect that the human partner will look at objects it 
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points out, and when the human does not do so, it prompts 
the human for a response. 
3 Evaluating Human-Robot Interac-
tions 
Evaluating a robot’s interactions is a non-trivial undertak-
ing.  In separate work (Sidner et al, 2004b), we have be-
gun to explore both the success of the robot’s behavior as 
well as the matter of what measures to use in order to 
accomplish such evaluations.  We have evaluated 37 sub-
jects in two conditions of interaction, one in which the 
robot has all the gestures we have been able to program 
(moving), and a second (talking) condition where the only 
movement is that of the robot’s beak (after the robot lo-
cates the participant and locks onto the location of the 
participant’s face, which it holds for the remainder of the 
interaction).   
One of our challenges in that work was to decide how to 
measure the impact of the robot’s behavior on the interac-
tion.  We used a questionaire given to participants after 
the demo with the robot to gather information about their 
liking of the robot, involvement in the demo, appropriate-
ness of movements and predictabilty of robot behavior.  
However, we also studied the participant’s behaviors from 
video data collected during the experiment.  To further 
measure participant’s engagement, we used interaction 
time, amount of mutual gaze, talk directed to the robot, 
overall looking back to the robot, and for two pointing 
behaviors, how closely in time the participant tracked the 
robot’s pointing. 
Does this robot's engagement gestural behavior have an 
impact on the human partner?  The answer is a qualified 
yes.  While details can be found in (Sidner et al, 2004b), 
in summary, a majority of participants in both conditions 
were found to turn their gaze to the robot whenever they 
took a turn in the conversation, an indication that the ro-
bot was real enough to be worthy of conversation. Fur-
thermore, participants in the moving condition looked 
back at the robot significantly more whenever they were 
attending to the demonstration in front of them.  The par-
ticipants with the moving robot also responded to the ro-
bot's change of gaze to the table somewhat more than the 
other subjects. 
Another gesture that is common in conversation is nod-
ding, which serves at least the purpose of backchanneling 
and grounding (Clark, 1996).  In collaboration with re-
searchers at MIT, we are using the Watson system and a 
set of HMM algorithms to interpret hod nods from human 
participants (Lee et al, 2004).   

 
Figure 2:  Human participant with Mel 

 
Most of our experiments with human participants (41 so 
far) have largely only provided us with further training 
data for the HMMs.  As we have discovered, human head 
nodding is distinctive in conversation for being a very 
small motion (as little as 3 degrees), and one that is also 
very idosyncratic for different people.  Our plan is to im-
prove the recognition to the point that people’s nodding 
will be recognized.  In our first study (discussed above), 
we discovered that people naturally nod at the robot:  55% 
of the participants in the moving condition did so, while 
45% in the talker condition, even though the participants 
had no reason to do believe the robot recognized this be-
havior.   Our subsequent studies (where participants were 
told that the robot could recognize nods) show an even 
higher incidence of head nods as backchannels and ac-
companying “yes” answers to questions.  We are cur-
rently using that data to explore new means of interpret-
ing head nods in conversational contexts (Morency, this 
workshop). 

4 Related Research 
 
While other researchers in robotics have explored aspects 
of gesture (for example Breazeal (2001) and Kanda et al, 
2002), none of them have attempted to model human-
robot interaction to the degree that involves the numerous 
aspects of engagement and collaborative conversation that 
we have set out above.  Recent work by Breazeal et al 
(2004) is exploring teaching a robot a physical task that 
can be performed collaboratively once learned. A robot 
developed at Carnegie Mellon University serves as a mu-
seum guide (Burgard et al, 1998) and navigates well while 
avoiding humans, but interacts with users via a 2D talking 
head with minimal engagement and conversational abili-
ties. Most similar in spirit to work reported here is the 
Armar II robot (Dillman et al, 2004). Armar II is speech 
enabled, has some dialogue capabilities, and has abilities 
to track gestures and people.  However, the Armar II work 
is focused on teaching the robot new tasks (with pro-
gramming by demonstration techniques), while our work 
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has been focused on improving the interaction capabilities 
needed to hold conversations and undertake tasks.  Recent 
work on head nodding  and head tilts has been applied as 
part of two-person  and oen robot conversation (Fujie et al, 
2004). 
Work on 2D conversational agents originally inspired our 
work (Cassell et al, 200, Johnson et al, 2000).  Recent 
work by Traum and Rickel (2002) have explored issues in 
giving attention to agents in an interaction as part of an 
agent architecture in 2D virtual worlds. 
 
5 Future Directions 
 
Work has just been completed in mobilizing our previ-
ously stationary robot.  In addition to continuing our ob-
servations of human-human data and better recognition of 
nodding,  we intend to use mobilization for two problems:  
(1) the process of undertaking the engagement of another, 
in particular, to have to robot move toward a group of 
people or an individual, “catch their eye” and begin a 
conversation, (2) the use of body stance by the robot in 
interactions.  Body stance is a means to indicate the pri-
mary focus of engagement.  When body stance is required 
to be used to face an object other than the speaker (as for 
example, when washing the dishes), the individual must 
still turn either its body or its head back to the interlocutor 
at points in the interaction.  Our intention is to understand 
how people do this and apply it to the robot’s behavior. 
 

6 Summary 
 
Human-robot interaction offers new challenges in the use 
of interaction behaviors.  This paper has discussed a type 
of human robot interaction aimed at hosting activities, and 
the need for engagement models to govern the connective 
relations between human and robot.  The paper also dis-
cusses our investigations in developing and evaluating 
engagement  rules and evaluations of human participants 
in interactions with a robot on a hosting problem. 
Appendix 1:  Sample conversation for the  
IGlassware demo 
Agent says "Hello, I'm Mel, a robotic penguin." 
User says "Hi Mel." 
Agent says "What's your name?" 
User says "Kathy." 
 Agent says "Kathy, I'd like to show you a demo. OK?" 
User says "Ok." 
Agent says "It would be really nice to know what kind of 
progress people are making in their dining. So Paul Dietz 
created a new product called I Glassware for this." 
Agent says "By the way, Kathy, do you know Paul?" 
User says "Yes." 
Agent says "Then you probably know how creative he is." 

Agent says "I Glassware stands for instrumented glass-
ware!" 
Agent says "Kathy, right there is the I Glassware cup." 
User looks at cup. 
Agent says "And near it, is the table readout." 
User looks at readout. 
Agent says "The word re-fill on the readout means that it 
is empty." 
User says "Ok." 
Agent says "All right, now we'll see how to use the cup." 
User says "Alright." 
Agent says "First you should pour enough water from the 
pitcher into the glass to fill it up.  Then make sure the 
glass is on the IGlassware table." 
User pours water into the glass from the pitcher. Then put 
the glass on the table. 
Agent says "Good." 
Agent says "Notice, the bar on the readout shows that the 
glass is full." 
User says "Ok." 
Agent says "Okay, pour the water back into the pitcher." 
User says "Ok." 
Agent says "I'm waiting for a reading from the table for 
the glass." 
User pours the water from the glass back into the pitcher. 
Agent says "Good." 
Agent says "See, it registers needing a re-fill!" 
User says "Great." 
Agent says "Would you like me to explain how this 
works?" 
User says "Yes." 
Agent says "The copper in the glass transmits to the read-
out display by inductance with the surface of the table. 
The readout then displays the information coming to the 
table." 
User says "Ok." 
Agent says "Do you know how this technology might be 
used in restaurants?" 
User says "Yes." 
Agent says "Okay." 
Agent says "Well, Kathy, that's about all. Go see Paul 
Dietz, for more about I Glassware. So long!" 
User says "Good bye." 
Agent performs ShutDown. 
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Abstract 

 
The capacity of involvement and engagement plays an important role in making a robot social and 
robust. In order to reinforce the capacity of robot in human-robot interaction, we proposed a two-
layered approach. In the upper layer, social interaction is flexibly controlled by Bayesian Net using 
social interaction patterns. In the lower layer, the robustness of the system can be improved by de-
tecting repetitive and rhythmic gestures. To verify our approach, we applied and tested different 
methods on separate problems respectively. We use the application of waiter robot as the proof of 
concept of our approach. We assert that it is a promising solution to the problem of enforcing in-
volvement and engagement in human-robot interaction.  

 

1   Introduction 

The field of robotics is changing at an unprece-
dented pace and varying from traditional industrial 
robot to entertainment robot. According to the sur-
vey of United Nations, the robotics can be grouped 
into three major categories: industrial robotics, pro-
fessional service robotics, and personal service ro-
botics. Personal service robots have the highest ex-
pected growth rate. They are estimated to grow from 
176,500 in 2001 to 2,021,000 in 2005(UN, 2002). 
Many personal service robots assist people directly 
in domestic and institutional settings. More and 
more robots can interact with people without special 
skills or training to operate the robot. Obviously the 
human-robot interaction will become more and 
more important in recent future. 

Bartneck defined social robot in (Christoph 
Bartneck, 2004) as “an autonomous or semi-
autonomous robot that interacts and communicates 
with humans by following the behavioural norms 
expected by the people with whom the robot is in-
tended to interact.”  Communication and interaction 
with human is a critical point in this definition. Be-
ing social is bound to understanding and, in some 
cases, mimicking human activity, the surrounding 
society and culture, which shapes social values, 

norms and standards. If the robot can understand 
and follow the social norms when it interacts with 
people, it may positively help the communication 
between human and robot to be performed in more 
smooth and natural way. For example, a greeting 
can be divided into three primary phases: distance 
salutation, approach and close salutation. If it hap-
pens between two people, the two may nod or wave 
hand in distance before approaching to each other, 
and say hello after closing enough. We may also 
have the experience of being frightened when some-
one strange approaching and greeting without dis-
tance salutation. Exactly some social norms seem 
hidden in the order of behaviour sequences. As so-
cial norms can be defined by the interactions be-
tween human beings, we assert that they can be also 
defined by the interactions between human and ro-
bot. If the robot can follow the social norms, it 
seems helpful to make the verbal communication 
(e.g. conversation) and nonverbal communication 
(e.g. gesture) between human and robot more easy 
and natural. We assert that it is necessary for the 
robot to achieve involvement in the conversation 
between human and robot.  

There are two major challenges in field of hu-
man-robot interaction (Monica, 2001). The first is to 
build robots that have the ability to learn through 
social interaction with humans or with other robots 
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in the environment. The second challenge is to de-
sign robots that exhibit social behavior, which al-
lows them to engage in various types of interactions. 
In this paper we focus on the latter and present an 
approach trying to provide a promising solution to 
the issue of how to apply behaviour patterns con-
cluded from human’s daily life communication to 
improve the involvement capacity of robot, so that 
the robot can communicate and interact with human 
in more effective and natural way.  

The main contributions of this paper include the 
proposition of a novel two-layered architecture of 
human-robot interaction system. The proposed ar-
chitecture can not only make the human-robot inter-
action system social by taking use of social interac-
tion pattern through Bayesian Network, but also 
make the system robust by detecting rhythmic re-
petitive gesture through building dynamical system 
method. In this paper, the waiter robot implemented 
in part is used as an example of the robot which is 
expected for robust and social interaction. The 
waiter robot can respond for requests from custom-
ers, offer drink and remove empty cups etc. in the 
situation such as a party hall. Such a robot has to be 
able to recognize various agreements of human so-
ciety. For example, if a customer raises his hand or 
waving his arm, it may means that he has some re-
quests to call the waiter, and the robot should be 
able to recognize the movement and give some ap-
propriate response. A robust waiter robot should 
also be able to distinguish the requesting movements 
from those when customer simply raises his hand 
without anything requests. This paper shows how to 
recognize human's social interaction using Bayesian 
Net, and how to robustly understand and recognize 
human’s repetitive gesture using an entrainment 
principle. 

The remainder of the paper is organized as fol-
lows. Section 2 explains why social interaction pat-
tern is needed to create involvement and engage-
ment in human-robot interaction. Section 3 intro-
duces the architecture of the two-layered approach. 
Section 4 describes how the system works. Section 5 
draws the conclusions and outlines directions of 
future work. 

 

2   Social Interaction Pattern and 
Robustness to Create Involvement 
and Engagement in Human-robot 
Interaction 

2.1   Social norm and gesture 

In order to make the robot naturally involve in or 
engage in the communication between human and 
robot, it seems necessary for the robot to be able to 

follow social norms of human society. In order to 
enable natural human-robot communication, we 
suggest conceive the robot as social agent which has 
ability of mutual understanding at some level. So it 
is also necessary for the robot to understand and 
follow the social norms of human society.  

Social norm means some social behaviour pat-
terns which can be expressed by some behavior se-
quences. As long as we determine the specific situa-
tion, we can conclude some general behaviour pat-
terns which we called “schema”.  

A schema is a probabilistic representation of so-
cial interaction patterns which is concluded accord-
ing to social norms in human society. In different 
situations, the behaviours in schema often occur in 
different order and some also repeat for many times.  

The communication behaviours are often classi-
fied into verbal mode and nonverbal mode. The for-
mer is mainly based on verbal modality using natu-
ral or man-made language. And the latter focuses on 
nonverbal modality using bodily language such as 
facial expression, gesture and posture. Roughly 
speaking, the verbal modality emphasizes explicit 
side of user’s intention and the nonverbal modality 
emphasizes more on implicit side of intention.  

We argue that the nonverbal modality plays 
more important role when a human wants to convey 
his tacit intention to others. The gesture is one kind 
of mostly used nonverbal movements. We pay more 
attention on repetitive gesture, because it is very 
natural that people often prefers to repeat his 
movement when the communication partner can not 
understand him. We believe the rhythm information 
hidden in the repetitive gesture may contain some 
important information. It may also reflect the tacit 
intention of human at some extent. Among the tacit 
gesture, the repetitive gesture can be easily and cer-
tainly caught, we make it a key to realize the robust 
robot. 
 
2.2   Making Human-Robot Interaction 
Robust 

A key to achieve a robust architecture for robot is 
using a representation of rhythmic and repetitive 
gesture. When a user wants to convey his intention 
to others by nonverbal way, it is natural to use re-
petitive gesture. In our opinion, the repetitive ges-
ture can be categorized as follows: 
(1)Attracting attention: e.g. waving. 
(2)Direction indication: e.g. leftward, rightward, 
forward, backward, upward, downward.  
(3)Movement indication: e.g. come here, get out. 
(4)Speed indication: e.g. slow-down, hurry up etc. 

Many people may have the experience of help-
ing the driver to back the car into a narrow parking 
area by direction indication gesture (backward, for-
ward, etc.). In this situation, it is obviously more 
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easy and natural to convey one’s intention to the 
partner by gesture than by word. 

Additionally, taking advantage of rhythmic in-
formation will be helpful to decrease noisy data and 
improve the robustness of the interaction. Observa-
tions in various research areas suggest that human 
communicational behaviour is significantly rhyth-
mic in nature, for instance, in the way how words 
are grouped in time (speech rhythm) or how they are 
accompanied by body movements (gestures).  Ani-
mals and humans exhibit many kinds of behavior 
where the frequencies of gestures are related by 
small integer ratios (like 1:1, 2:1 or 3:1). Especially 
if the gestures continue for a while, gestures often 
tend to cycle in the ratio 1:1 or 1:n or m:n (where m 
and n are very small integers). (Robert Port et 
al. ,1998). For example, most joggers notice that 
during steady-state jogging, one’s breathing tends to 
lock into a fixed relationship with the step cycle 
with two or three steps to each breath cycle, or per-
haps three steps to twice breaths. In (Wachsmuth, 
2002) "rhythm" is defined as relative timing be-
tween adjacent and nonadjacent elements in a be-
haviour sequence, i.e., the locus of each element 
along  the time line is determined relative to the 
locus of all other elements in the sequence. The 
"gestures" can be understood as body movements 
which convey information that is meaningful in 
some way to a recipient. There is evidence that 
communication among humans is strikingly rhyth-
mic in nature. When this is true, then this observa-
tion should also be relevant in human-robot com-
munication. 

The mutual drawing-in phenomenon (sometimes 
it is also called entrainment) is the mediation be-
tween the system of human being and the system of 
robot. The drawing-in phenomenon makes the loop 
of human-robot interaction. Suppose the state of 
human to be x, the state of robot to be y, the rhythm 
of human’s repetitive gesture at the beginning of 
communication to be f(x), the rhythm of robot to be 
g(y). So the systems of human and robot will be as 
follows: 

)(h)(fdx:Human x,yx +=                     (1) 

),r()g(dy:Robot yxy +=                      (2) 

Here the part of h(x y) and r(x y) will bear the 
task of interaction between human and robot. Hu-
man's rhythm of operation and robot's rhythm of 
operation are drawn to some stable states by h(x y) 
and r(x y). 

Considering the most simple condition, suppose 
0),r(),h( == yxyx , and the f(x) and g(y) takes a 

simple formation as follows: 
)*Cos(*)f( θα += xAx                         (3) 

)*Cos(*)g( γβ += yBy                        (4) 

For the convenience of describing the rhythm, 
we define one evaluation index named “attractive-

ness degree” (abbr. as AD) as 
)g(

)f(

y

x
AD = . 

If αequals to β,andθequals toγ,the AD will 
be A/B, so as long as A times B or B times A,  AD 
will be some integer, so human and robot can syn-
chronize with each other.  

If αequals toβ, and θdoes not equal toγbut 
both keep constant, as long as A times B or B times 
A , according to intuitive experience , the two sys-
tems will synchronize with a time delay. 

If αdoes not equal toβ, even if θequal toγ
and A equals to B , the two systems will not syn-
chronize. 

Therefore, theαand βseem playing important 
role here. As we know, most functions can be ex-
pressed approximately by some combination of 
groups of some cosine or sine functions. If we can 
work out the average frequencies or frequency re-
lated parameters of the repetitive gesture, relation 
between rhythm of human and robot may be calcu-
lated successfully. 

In real world applications, the f(x), g(x), h(x,y) 
and r(x,y) may take different formations and should 
be defined according to specific situations respec-
tively.  

Although the meaning of repetitive and rhythmic 
gesture maybe exist different explanation by differ-
ent people at different situations, we believe that 
there must be some common meaning (e.g. urgency) 
can be expressed by some features (such as ampli-
tude, frequency, etc.) and can be understood by dif-
ferent people in some specific situation. Certainly 
there might also be some kinds of culture-dependent 
repetitive gestures, for instance, the repetitive “come 
here” gesture. We argue that repetitive gesture can 
improve the robustness of human-robot interaction. 
What is more, there are some other reasons why we 
choose repetitive gesture. Firstly, it is easy to extract 
closed orbit from human’s gesture, so that period 
and frequency can be extracted more easily. Sec-
ondly, it is easy for computer to process the periodic 
data. Because the computer needs not distinguish 
where the starting point is and where the ending 
point is. What is more, it is also helpful to decrease 
influence of noisy data when processing the periodic 
data by calculating average values of different pe-
riod data.  

 
3   The Architecture of the System 

3.1   Two-layered Approach 

In this section, we will introduce the details about 
the architecture of our approach. The architecture of 
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the system is shown in Fig 1.    
As shown in figure, the robot system accepts 

nonverbal information from human by input devices 
and human can see robot’s reaction by observing its 
movements. There are two layers in our proposed 
robot system: the upper layer and the low layer. The 
lower layer is in charge of event detection and the 
upper layer coordinates the behavior of robot by 
handling the evidences provided by the lower layer. 

Next we will explain the details of how the in-
formation flows in the system. At first, the data of 
human’s gesture should be input into the system by 
some kinds of input devices (such as motion cap-
ture). Then the perception module will perform the 
pre-processing task and transfer control to autono-
mous module when meeting some urgent situations 
(e.g. sonar data of being collided with obstacle) or 
some predefined actions (e.g. stop gesture) are in-
put. The information about gaze and distance will be 
processed by this module too. After pre-processing, 
the recognition module will save the interaction 
patterns into database and dispatch result to process-
ing modules (including probability module, syn-

chronization/modulation module and autonomous 
module). If human’s behavior can be matched with 
some known interaction patterns, i.e. schemata, the 
probability module which adopts schema based in-
teraction approach (see next section) will calculate 
the probability variables according to Bayesian Net, 
and decide what kind of behaviour the robot should 
choose. Then the result will be transferred to motion 
selection module to generate detail motor control 
commands. The module will also save often-used 
motions into motion behavior database to facilitate 
the motion selection in the future. If the gesture is 
unknown and the gesture sequences are recognized 
as repetitive gesture, the “attractiveness degree” will 
be calculated and synchronization/modulation mod-
ule which adopts entrainment based interaction ap-
proach (see next section) will be used to create dy-
namical systems for robot and human, so that the 
robot can work out the reaction behaviour to be per-
formed. If the gesture can not been recognized, the 
autonomous module will take over the control and 
choose the next movement for the robot. 

 

 
 

Figure 1: Architecture of Two-layered Human-Robot Interaction System 
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The human can watch the reaction of the robot 
and repeats or changes his gesture, so that the robot 
can improve the interaction with him and his inten-
tion can be conveyed to robot in better way. 
Through this way, the communication between hu-
man and robot can proceed in more smooth and 
natural way.  

One of predominant features of the synchroniza-
tion/modulation module locates at usage of repeti-
tive gesture. The repetitive gesture may convey hu-
man user’s intention in most cases during communi-
cation and interaction between human-human or 
human-robot. And the probability model (schema 
based interaction using Bayesian Network) is a rea-
sonable method to take usage of the social norm 
information hidden in gesture patterns. The dynami-
cal system method (entrainment based interaction) 
can represent the repetitive gesture in a more basic 
and natural way. 

In the system, the lower layer is controlled by 
the upper layer. Meanwhile the lower layer provides 
evidences to the upper layer. 

 
3.2   The Upper Layer: Schema Based 
Interaction 

The conventional research about communication 
between human and robot usually presumed that 
both sides already understand the purpose of com-
munication. It can be said that "the atmosphere of 
communication" has been already established. How-
ever, we must premise on the state before the begin-
ning of communication, in that the purpose of com-
munication in the real world is various. In the state 
when communication has not yet started, human 
usually can not convey his intention by verbal 
communication method, such as conversation. 
Therefore, it is necessary for the robot to infer the 
tacit intention from the interaction loop by watching 
human’s nonverbal information and giving some 
reactions. Basing on this loop, the communication 
atmosphere can be established and the next steps, 
such as conversation can proceed on smoothly and 
naturally.  

Considering the example of waiter robot, infor-
mation necessary for the waiter robot to establish 
communication process includes: inter-personal 
distance, direction of gaze and acknowledge move-

ment (ACK), such as raising the hand, nodding, etc. 
In the case of communication between human be-
ings, there are many social habits to follow. We can 
conclude some patterns from this kind of social hab-
its, and call them interaction schema. We believe 
that the interaction schema may help the interaction 
between human and robot. 

Interaction schema describes matching of typical 
operation of human and robot (HATAKEYAMA 
2004). The robot infers the human user’s intention 
and environment situation according to the interac-
tion schema, so that the robot can decide its next 
movement. Moreover, the flow of communication 
can be designed by putting some schemata in order 
as a sequence. By being designed appropriately, 
state of schema can change in accordance with 
situations or the purposes, so that interaction loop 
can be constituted and communication atmosphere 
can be established. 

Considering the instance of waiter robot which 
can provide service to human in a party, we can get 
some ideas about what is schema based interaction 
approach. Fig. 2 shows one example of interaction 
schema. Before the beginning of communication, it 
is necessary for the waiter robot to collect the in-
formation includes: inter-personal distance, gaze 
direction and acknowledge (ACK) action. In addi-
tion, the history record of human-robot interaction 
and current action of robot are also needed for the 
robot to decide the next action. By using schema 
based interaction, the communication atmosphere 
can be established, so the human and robot can be-
gin to communicate with each other. For example, if 
the robot senses a human at far distance who is wav-
ing and keeps waving when the robot approaching 
to the human or waves its hand toward the human, it 
is obviously that the human may want to communi-
cate with the robot. When the both approach to each 
other and near enough, they may gaze at each other 
or start to say hello to each other. By the similar 
method, the robot can recognize the human’s inten-
tion by detecting other similar repetitive gesture or 
action of human. The repetitive gesture can be proc-
essed by one novel kind of interaction method 
named entrainment based interaction which we will 
introduce in next section. 
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Figure 2: Interaction Schema 

 
 

3.3   The Lower Layer: Entrainment 
Based Interaction 

In order to explain what is the "entrainment based 
interaction", we will introduce the concept entrain-
ment in advance. The "entrainment" in this paper is 
defined as a kind of phenomenon that the rhythm of 
human user’s gestures and those of the robot be-
come synchronized during the human-robot interac-
tion. User’s tacit intention can be conveyed to robot 
by repetitive gestures.  

The entrainment based interaction can be classi-
fied into two kinds: human-oriented entrainment and 
environment-oriented entrainment. The former fo-
cused on the synchronization phenomena usually 
happened during the conversation between human 
beings. For example, the listener often uncon-
sciously synchronizes the rhythm of his voice, pos-
ture and gesture (bodily movement) with those of 
the speaker, so that the conversation between the 
two people can proceed smoothly and naturally. The 
project "E-COSMIC" led by Watanabe developed 
InterRobot (OKADA 2001) using facial expression, 
posture and gesture to support the remote communi-
cation between human beings. In this case, how to 
match the voice and the bodily movement became 
important. The later, environment-oriented entrain-
ment, focused on how to make the human or robot 
adapt to the changing environment easily and natu-
rally. The typical research topic is about bipedal 
movement for humanoid robot (OKADA 2001). In 
this field the dynamical system is widely used to 

model the environment. Our research tried to model 
the human-robot interaction by using dynamical 
system, which was seldom used to model the hu-
man-oriented entrainment before. Since the compli-
cated structure of human beings, it seems quite dif-
ficult to model the rhythm of human’s movements. 
In our system, we used method of building dynami-
cal system for human and robot respectively, and by 
using synchronization and modulation in entrain-
ment based interaction approach, the two systems 
can interact with each other easily. Therefore the 
human can convey his intention to robot in more 
natural way. 

The outline of entrainment based interaction is 
shown in Fig. 3(TAJIMA 2004). At first the human 
user instructs the robot by repetitive gestures with 
his hand. The robot extracts orbit from gestures and 
builds a dynamical system converging to the orbit in 
low dimensional space by "synchronization".  

Then robot can operate in high dimensional 
space according to dynamical system. After syn-
chronization, the user can change the rhythm of his 
gesture while observing reactions of the robot. The 
robot will modify the dynamical system to converge 
to new orbit of human’s gestures. Modification of 
the dynamical system can be conducted by trans-
forming the linear function used in old dynamical 
system. We call it "modulation". Then the robot will 
operate according to the new dynamical system. By 
this way, the human user can convey his tacit inten-
tions to the robot by entrainment based interaction. 
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Figure 3: Outline of Entrainment Based Interaction 

 

4   How the System Works? 

4.1   Application Instance: Waiter Robot 
System 

In this section, we will explain briefly about how to 
implement a human-robot interaction system basing 
on our proposed architecture. In order to explain in 
an easy-to-understand way, we use the instance of 
waiter robot and set the party field as our application 
background where waiter robot provides service for 
the human customers. We take an instance of 
schema sequence as our example, which is consti-

tuted of some interaction schemata. In this case, we 
set three tasks: asking for seconds, asking for re-
moving empty cups, approach to robot to get drinks. 
And the procedure is as follows: 

-Communication partners look at each other 
-Raise and waving hand at distance 
-Approach to partner 
-Begin to communicate with partner 
Exactly in more complicated situations, there are 

a lot of behaviours that are available to be chosen. 
As long as the probability of each state is calculated, 
it is not difficult for the robot to decide the next ac-
tion by choosing the state with high probability 
value.  

 

 
Figure 4: Schema Based Interaction using Bayesian Network 
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4.2   Upper Layer: Establishment of 
Communication 

Interaction schema can be implemented by Bayesian 
Network. To decide next scene to transit to, the sys-
tem will calculate the probability by Bayesian net-
work from human’s action, robot’s action, symbol 
action and action records. According to Bayes’ 
Theorem 

)(

)(*)|(
)|(

EP

HPHEP
EHP = , the posterior 

probability P(H|E) means the probability of hy-
pothesis H after considering the effect of evidence 
E, likelihood P(E|H) gives the probability of evi-
dence E assuming the hypothesis H is true, the term 
P(H) gives prior probability of hypothesis H, and 
last term P(E) is independent of H and can be re-
garded as a normalizing factor. One example of 
Bayesian network is shown in Fig. 4. The probabil-
ity variable is represented by elliptic nodes, and the 
causality is represented by edge connecting nodes. 
The table behind the node list probability variable’s 
possible values of the node. 

The causality between stochastic variables is 
represented by conditional probability. For example, 
from the value of variable “ACK”, the variables 
“Customer’s Arm(CA)” and “Robot’s Arm(RA)” 
can be determined by two matrices as follows.   
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The left matrix expresses the probability 
P(CA|ACK) and the right matrix expresses 
P(RA|ACK). The P(CA|ACK) expresses the prob-
abilities of CA, i.e. human customer lifts his 
arm(CA=U) or puts down his hand(CA=D) in vari-
ous possible conditions of ACK including NA(no 
acknowledge), RA(acknowledge of Robot), 
CA(acknowledge of customer) and MA(mutual ac-
knowledge). Similarly, other causalities can be ex-
pressed by matrices as follows. For example, 
P(CA=D|ACK=NA)=0.85,P(CA=U|ACK=NA)=0.1
5, P(CA=D|ACK=RA)=0.85, etc. Here the 
P(CA=D|ACK=NA)=0.85 means that when there 
are not any acknowledge, the customer will put 
down his hand at the probability of 0.85. 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

4.01.02.03.0

7.01.015.005.0

1.04.04.01.0

05.015.015.065.0

CLS

CNV

OPN

IDL

CS

MACARANA

ACK  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

8.015.005.0

8.015.005.0

1.04.05.0

1.03.06.0

CLS

CNV

OPN

IDL

CS

NMF

D  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

3.03.03.01.0

5.02.02.01.0

15.04.04.005.0

05.02.03.045.0

CLS

CNV

OPN

IDL

CS

MGRGCCGRNA

G  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

05.005.02.07.0

45.04.005.01.0

05.05.015.03.0

05.005.04.05.0

CLS

CNV

OPN

IDL

CS

CLSCNVOPNIDL

NS  

Given the values of a priori probability P(CS), 
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We can work out the value of P(ACK=NA): 
P(ACK=NA)= P(ACK=NA|CS=IDL)*P(CS=IDL) 
                     + P(ACK=NA|CS=OPN)*P(CS=OPN) 
                     + P(ACK=NA|CS=CNV)*P(CS=CNV) 
                     + P(ACK=NA|CS=CLS)*P(CS=CLS)  
     =0.65*0.5+0.1*0.1+0.05*0.3+0.3*0.1 
     =0.38 

Similarly, we can get other results as follows. 
P(ACK=RA)=0.18,P(ACK=CA)=0.155, 
P(ACK=MA)=0.285, 
P(CA=D)=0.542,P(CA=U)=0.458 

By using Bayesian Network, the robot system 
can decide what to do in the next step according to 
probability value through probabilistic reasoning 
from incomplete noise-containing sensor data. 
Through the methods mentioned above, the robot 
can involve in the communication with human fol-
lowing some social-norm like patterns. And the 
communication atmosphere can be established to 
help the interaction between human and robot pro-
ceed smoothly.  

 
4.3   Lower Layer: Detection of Repeti-
tive Gesture 

The key point of the lower layer in our proposed 
architecture is to detect repetitive gesture by build-
ing a dynamical system through synchronization 
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and/or modulation. The dynamical system can be 
built through following steps.  

Firstly, the human user’s repetitive gestures can 
be input by motion capture with position sensors 
fixed on his hand(s). Then system will normalize the 
data after eliminating the direct-current elements.  

Secondly, position data series can be represented 
by a series of s-dimension vector x. With auto-
correlation function, period T can be extracted from 
data series. So that one period of data can be ex-
tracted.  

Next, we use low-pass filter to extract low fre-
quency elements, we called them attractors here. 
Specifically, we use DFT(Discrete Fourier Transfer) 
to filter out high frequency noise data and use 
IDFT(Inverse DFT) to get the equation x=A(t) 
which can represent the orbit with period T.  

At last, a dynamical system can be constructed 
from the orbit using polynomial expression 
(OKADA M. et al., 2002).  

Next, we will introduce the detail of how to 
build dynamical system from the orbit in three con-
ditions. 

In the first condition, when the point x(t) is on 
the orbit, say point x(t), the moving vector dx is 
defined as 

)x()1x(dx tt −+=            (5) 

so that the points near the orbit can converge to 
the orbit. 

In the second condition, when the point x(t) is 
near the orbit, the nearest point on the orbit is de-
fined as xm(t), the moving vector dx can be ex-
pressed as following equations. 
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The coefficient a in (6) is a positive constant, 
and dx can be expressed as a N-dimensional poly-
nomial expression as (8). The term l in (6) and (7) 
means the modulus of vector )}x()({x ttm − . 
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In the third condition, when the point )x(t  is far 

from the orbit, we define a dynamical system using 
other equations, for example, )0(dx >+−= kckx , 

so that it can attract to the center point c of the circle 
orbit. Through the approaches noted above, a dy-
namical system )g(dx x=  can be achieved. 

After finished building a dynamical system by 
synchronization, it is easy to build a dynamical sys-
tem by modulation. We only need to modify the 

linear function f(x) used in dynamical system ob-
tained from synchronization. A new function ex-
pression can be created by adding new elements 
such as time t to the dynamical system. Function 
f(x) can be obtained by comparing the equation of 
the orbit with the series of position sensor data. That 
is to say, function f(x), such as baxx +=)f( , (a and 

b are both constant) can be defined in advance and 
the coefficients of function f(x) can be obtained by 
the least square method. Different applications may 
have different forms of function f(x). 

 
4.4   Integration of Two Layers 

The system can work well only if we can integrate 
the two layers successfully. As we noted before, the 
lower layer can detect repetitive gesture and other 
nonverbal information, and send results to the upper 
layer, so the upper layer can make decision basing 
on Bayesian Network through selecting appropriate 
schema.  

In the situation of party with a crowd of people, 
if one customer wants to draw attention of other 
people, he may keep waving his hands for a while. 
Because the moving object seems much easy to be 
seen. Suppose this kind of behaviour is defined as 
social norm, and saved as social interaction pattern 
in form of schema in our system. The low layer of 
the system can achieve the data from input devices, 
and the waving gesture can be detected as repetitive 
gesture by synchronization/modulation module, so 
that the probability module in upper layer can calcu-
late the probability value for the behaviour of cus-
tomer. At last the robot can give a reaction accord-
ing to the result of probability. Following this way, 
other repetitive gestures can also be processed. For 
example, when the human customer wants to ask the 
robot to approach him quickly, he may repeat to 
beckon his hands for many times at high frequency. 
By detecting event including repetitive gesture, gaz-
ing and nodding, the lower layer can provide some-
thing about the orbit, the rhythm of the gesture and 
other movements of human to help the upper layer 
to choose more suitable reaction.  
 

5   Conclusion and Future Work 
In this paper, we proposed a novel two-layered hu-
man-robot interaction approach. Using the applica-
tion instance of waiter robot, we provide the proof 
of the concept of the proposed system. We believe 
that the system can make the human-robot interac-
tion social and robust. Through Bayesian network 
method, we tried to make the robot follow social 
interaction patterns by using schema which is gener-
ated according to social norms in human society. 
Meanwhile we improve the robustness of the robot 
system by detecting rhythmic repetitive gesture 
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through entrainment method which builds dynami-
cal system for the repetitive gesture.  

Except for the example of greeting and waiter 
robot, the proposed approach can also be applied in 
some other practical situations. For example, when a 
man wants to help the other (driver) to park the car 
into a narrow parking area, the man often prefers 
communicating with the other by repetitive gesture 
rather than using language. When a man wants to 
instructs what the other should do or what direction 
should move in a noisy environment where voice 
does not work for communication, the gesture seems 
one of the best choices to convey intentions. 

However we only provided the proof of concept 
of our approach, the effectiveness of the approach 
had not been proved enough. Therefore we plan to 
implement whole or part of the system to achieve 
some practical results. We assume that the capacity 
of mutual adaptation and mutual adjustment may act 
important role in human-robot interaction. We also 
plan to give further research on this topic.  
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Abstract 

 
The progress of technology makes familiar artifacts more complicated than before. Therefore, estab-
lishing natural communication with artifacts becomes necessary in order to use such complicated ar-
tifacts effectively. We believe that it is effective to apply our natural communication manner be-
tween a listener and a speaker to human-robot communication. The purpose of this paper is to pro-
pose the method of establishing communication environment between a human and a listener robot. 
In our method, their common intention is formed by joint attention and redundancy of behaviour.  
 

 
1   Introduction 
In recent years, the functions of familiar artifacts, 
such as an electric appliance and a personal com-
puter, gets complicated as they are being advanced 
rapidly. To fully use the functions of such artifacts 
without giving a burden to the user is difficult with 
the present method, which the user has to learn in 
advance. The user should be able to tell the artifacts 
what she wants to do, that is, her ‘intention’. 

But, the user's intention does not always appear 
from the start. In most cases it is gradually appear-
ing and becoming clear during the process of the 
communication. Therefore, it is important for the 
user to establish natural communication with the 
complicated artifact. 

However, there are many examples where the 
natural communication is not established between 
humans and artifacts. One of the typical examples is 
making a video letter with a video cam. In this case 
the speakers in video letters often present unnatural 
way of speaking and behaviour. But, they will not 
do such a way of speaking when they talk to their 
close persons. We assume that this difference is 

caused by whether natural communication between 
a speaker and a listener is established or not.  

The human listener responds to the speaker's be-
haviour with various ways. The listener implicitly 
conveys his listening attitude to the speaker through 
his responses or gestures. These behaviours and 
responses establish the communication and let the 
speaker feel relaxed. On the contrary, in making a 
video letter, the video camera is placed at the lis-
tener's position instead of a human listener. Then the 
communication is not established because the cam-
era does not response to the speaker at all. There-
fore, the speaker feels stressed and cannot behave as 
usual.  

The purpose of this research is to build a listener 
robot whose natural behaviours as a listener allows 
its user to speak and behave in unrestrained ways. 
And then we propose the method of establishing the 
environment of natural communication where a hu-
man explains to the robot with gestures such as 
pointing. As a result it will be shown how the users 
get to exercise the functions of complicated artifacts 
effortlessly. 
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2   Related works 
Many researches have been made on building a 
natural communication robot. Some of them discuss 
the matter in view of the listener's behaviour.  

Watanabe and Ogawa (2001) developed Inter-
Robot for the purpose of smoothing the voice con-
versation between the remote places. When the hu-
man speaks to InterRobot, it generates the gestures 
such as nodding from the user’s speech, and it reacts 
as if it were listening to the user. On the other hand, 
speech information is sent to the remote place, and 
InterRobot duplicates the speaker's gestures conjec-
tured from the information. 

Kismet, which Breazeal and Scassellati (1999) 
developed, is one of the robots aiming at the human-
like behaviour. Kismet can recognize a thing in its 
sight to which it should pay attention by vision 
processing technology. It can turn its neck and eyes 
toward a human face or an object that moves 
quickly.  

Although these works try to make robots behave 
like a human, what he is talking about is not taken 
into consideration. Therefore, it is difficult for the 
human to explain about some topic to the robot in a 
natural way. 

Ozeki et al. (2001) developed the video contents 
creation supporting system. In this system, the user 
speaks toward a set of cameras with specific ges-
tures and words for operating cameras. 

In this method, it is difficult to do the usual way 
of speaking because there is no communication with 
the artifact. If the system is able to communicate 
with users, it is expected that users can speak natu-
rally. Such ability will make it possible for a human 
to use the system with ease, even if the system is 
updated and its function becomes complicated.  

3   Natural communication with 
artifacts 
In our research, we aim to establish natural commu-
nication between a human and a listener robot. In 
this section, we introduce the idea of ‘User in-
volvement’ (Okamoto et al., 2004) as the basic 
framework in designing the computer-mediated 
communication environment. In enhancing the user 
involvement in human-to-robot communication, 
joint attention is significant for the communicative 
reality to be established there. Moreover, social 
skills for communication are also introduced to 
smooth the communication between a human and a 
listener robot. 

3.1   User involvement 

There are many discussions about realizing natural 
human-computer interaction. In our research we 
focus on the idea of ‘User involvement’ that Oka-
moto et al. (2004) put forward. User involvement 
means the cognitive way humans willingly engage 
in the interaction with computers, or the way in 
which humans are, on the contrary, forced to be 
involved in a virtual world which computers display 
or in a human-to-robot communication. The re-
quirements are considered as follows: 

 
 Cognitive/Communicative reality should be 

achieved: The user should feel the virtual ob-
ject/world, or the human-to-computer interac-
tion as “real”. 

 Two (or more) cognitive spaces should be 
linked: The user should move in and out 
smoothly at least two cognitive spaces such as 
his/her viewpoint (here) and what he/she sees 
(there). 

 
Our goal is to achieve the communicative reality 

in the main so as to enhance the user involvement 
by implementing natural responses and reactions as 
a good listener into the listener robot. For it is diffi-
cult to fully establish the cognitive reality using a 
robot, in that current humanoid robots do not have 
so sufficient appearances or facial expressions as to 
make humans feel as if they the robots were living. 
Moreover, as Reeves and Nass (1996) points out, 
humans are likely to behave toward artifacts as if 
they were humans. Therefore, if a robot reacts to 
humans in unnatural ways, then they will assume it 
is churlish and non-cooperative and will not keep 
communicating with it. 

From the point of the view of the user involve-
ment, it can be said that each of the participants in 
communication originally lies in a different cogni-
tive space before the communication begins. But, 
once the communication starts, there has to be 
something to connect those cognitive spaces, which 
functions as a reference point for one participant to 
access another. Then the communicative reality for 
the participant is achieved.  

In human communication, what connects the 
participants’ cognitive spaces is that which are cog-
nitively shared in the participants, such as exchang-
ing verbal information, establishing eye contact, 
matching action and reactions, joint attention, and so 
on. We believe that those factors that enable human 
communication will be applied to human-robot 
communication as well.  

We focus on the ‘joint attention’ in particular in 
order to establish natural human-robot communica-
tion environment. Specifically, the speaker-listener 
communication using a listener robot is described. 
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3.2   Model of speaker-listener communi-
cation environment 
Figure 1 illustrates the model of the speaker-listener 
communication environment. A speaker and a lis-
tener keep exhibiting their behaviours, such as ges-
tures or utterances, to each other in the communica-
tion. During the process, one participant’s intention 
is approaching that of the other, and then the com-
mon intention is formed. The common intention 
here means rather the ‘intentionality’, which Den-
nett (1987) suggests, than the ‘intention’ as used in a 
usual context. For the common intention concerns 
what is mutually aimed both by the speaker and the 
listener. 

 
Figure 1: Model of speaker-listener communication 

environment 
 

Take the explanation task for communication 
example. The state of the communication environ-
ment changes depending on what is being explained, 
or what is being attended to. When applying the 
model to the human-robot communication with a 
listener robot, the robot needs to change their behav-
iours according to the state of the communication 
environment. Therefore, in order to decide the ro-
bot’s behaviour at each moment of the communica-
tion process, it is necessary to fully analyze what 
comprises the given domain of explanation. 

3.3   Joint attention 
Joint attention is the interaction where a speaker and 
a listener cognitively share an object that they attend 
to. For example, the listener looks at the thing the 
speaker points at. In human communication, these 
interactions are being done unconsciously and make 
the participants feel the communication natural. In 
fact the function of joint attention was implemented 
into such a humanoid robot as Kismet (Breazeal et 
al., 1999) and Infanoid (Kojima, 2000), and was 
proved to be effective for establishing natural hu-
man-robot communication. Therefore, joint atten-
tion is also one of the important requirements to 

establish communicative reality between the speaker 
and the listener. 

In view of the user involvement, the joint atten-
tion leads humans to be mutually involved in the 
same cognitive space in the communication, which 
is the overlapped part of both cognitive spaces of 
speaker and listener. As a result, the joint attention 
enables the listener to accesses the speaker's atten-
tion object through the joint attention as a reference 
point, and vice versa. Therefore, joint attention 
achieves the smooth transition among the cognitive 
spaces of the participants, which helps to establish 
the communicative reality for them. 

3.4   Social Skills 
We propose the idea to use the social skills, as a 
policy for establishing more advanced communica-
tive reality. Social skill is the theory to establish 
human relations effectively in view of the commu-
nication techniques. Aikawa (2000) describes the 
social skills for listening to the partner's speech. 
Table 1 summarizes them. 
 

Table 1: Skills for listening to speech 
 

Capable Pose No interruption, No rush 

Open Question Prompting, Explaining more in 
details 

Reflection Verbal response, Repeat, 
Paraphrase, Summary 

Using Non-verbal 
Channel 

Posture, Gaze, Nodding, 
Distance, Hand’s movement 

Decoding Speaker’s
Non-verbal Channel

Voice (pause, speed, pitch), 
Emotion, Gaze, Hand’s move-
ment 

 
In these skills, verbal response and nodding are 

important for building the listener robot. Many peo-
ple have experienced that the listener's nodding im-
proves the rhythm of the speaker’s speech. It is dif-
ficult for robots to understand the contents of the 
speech, but it is possible for them to behave as if 
they were listening to the speaker through using 
these skills. 

4   Analysis of speaker-listener 
communication 
In this section we analyze the characteristics of hu-
man communication between a speaker and a lis-
tener in order to define the appropriate behaviours 
of our listener robot. First we describe the human 
behaviours for establishing joint attention according 
to psychological studies. Secondly we analyze the 
videos which captured explanatory scenes of hu-
mans and show the observations of the videos.   
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4.1   Behaviours for establishing joint 
attention 
As shown in the previous section, joint attention is 
one of the significant factors that constitute speaker-
listener communication. 

Tomasello (1999) suggests that joint attention is 
divided into the following 3 types according to the 
development levels of infants:  

 
 Check Attention: Attention to the partner, 

or the object he shows. 
 Follow Attention: Attention to the object 

that the partner points at or his eye gaze 
turns to. 

 Direct Attention: Making the partner pay 
attention to the object with voice, eye gaze, 
and so on. 

 
This classification indicates that it is necessary for 
establishing joint attention to properly react to the 
behaviours such as showing by hand, pointing by 
finger and turning eye gaze.  

Moreover, Clark (2003) explains about the func-
tions of such behaviours as pointing and placing in 
human communication. Among them the behaviours 
for ‘directing-to’ an object are classified into the 
following categories: 

 
 Pointing (finger) 
 Sweeping (arm) 
 Tapping (finger, foot) 
 Nodding (head) 
 Turning (torso, face) 
 Eye Gazing 
 Speaking (frequently accompanied by head 

and face) 
 

In particular eye gazing is considered to be the most 
attention-getting behaviour. Additionally, where an 
object is placed affects the listener’s attention. For 
instance, placing an object onto a desk or in front of 
the hearer gets his attention much.  

Therefore, each of these behaviours should be 
counted as attention behaviour of a speaker.  

 
4.2   Observations of explanatory movie  
We observed an explanatory video movie so as to 

confirm that those attention behaviours are actu-

ally used for explanatory communication.  The data 

we used is 40 minutes of an educational material 

video for DIY (Do It Yourself) in which a profes-

sional instructor explains how to use machine tools 

against the TV camera.  

As a result of the observation, it was proved 

that most of the attention bahaviours were actually 

used in explaining scenes. In particular, pointing, 

showing and eye gaze were most frequently used, 

when the camera also focused on the object. 
Moreover, some of the attention behaviours were 

frequently used simultaneously (e.g. Showing + 
Pointing + Gazing + Speaking “This is...”). During 
the large part of the instruction the instructor was 
attending either to an object to be explained or to the 
camera in front of her. We also found that the direc-
tion of her gaze continuously changed between the 
object and the camera at short intervals while she 
was speaking. 

4.3   Analysis of listener’s response be-
haviours against speaker 
Since the explanatory task observed in the previous 
section is toward a TV camera alone, it is different 
from the actual explaining communication between 
a human speaker and a listener. We thus made two 
movies of explanatory scenes between humans and 
analyzed the listener’s behaviours against the 
speaker’s ones using a video annotation tool, Anvil1 
(Figure 2).  
 

  
 

Figure 2: The video data of explanatory scene 
 
The task to be explained by the speaker was how to 
assemble a piece of furniture (a metal rack). The 
speaker was one of the authors and the listeners 
were two students.  

 
Table 2: Analysis of listener’s behaviours 

 
Listener’s response to speaker’s gaze  

Joint attention Gaze toward 
speaker 

Nodding toward 
speaker 

Listener 1 76.4 85.3 64.7 
Listener 2 84.7 71.4 47.6 

 (%) 
 
Table 2 shows the result of the analysis. When 

the speaker attends to an object, the listener attends 
to it at more than 75%. Therefore, joint attention 
between the speaker and the listener is achieved at 
high frequency.  Moreover, when the speaker turns 
his gaze on the listener, the listener turns his gaze 

                                                 
1 http://www.dfki.de/~kipp/anvil/ 
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back to the speaker at more than 70%. In many 
cases the listener gives a nod in concurrence with 
his gaze, but its frequency differs greatly in indi-
viduals.  

Among those exchanges occurred in the com-
munication the most frequent behaviour transition 
during a short period is as follows: 

 
1. The speaker turns his gaze on the listener. 
2. The listener turns his gaze back to the 

speaker. 
3. The listener gives a nod (or does nothing).  
4. The speaker looks at the object to be ex-

plained. 
5. The listener looks at it. 
 

We assume that this transition occurs because the 
speaker wants to confirm the listener’s attention.  

In addition, the following characteristics were 
commonly observed regarding the two listeners:  
 

 Among the speaker’s behaviours, showing the 
object by hand and turning gaze especially at-
tract the listener’s attention. 

 The listener usually attends to the object after 
the speaker’s multiple behaviours (e.g. show-
ing + gaze). 

 When the speaker moves or changes his pos-
ture, the listener attends to the speaker himself 
instead of the object. 

 

4.5   Summary  
The observations suggest that the speaker-

listener communication in explanatory task has the 
following characteristics: 

 
(1) On attention behaviours: 

- According to the speaker’s attention with 
pointing, gaze, or posture, and then the 
listener attends to the same object.  

- Among the attention behaviours showing 
by hand, pointing and gaze are the most 
affective ones, and are often used simul-
taneously. 

(2) On communication modes: 
- There are different communication 

modes in explanation: (a) the speaker at-
tends to an object and explains about it 
to the listener, (b) the speaker attends to 
the listener and talks to him, (c) the 
speaker glances at the listener to confirm 
the listener’s response. 

- In other words, the communication 
mode changes according to each rela-
tion among the speaker, the listener 
and the object.  

 

5   Requirements for a listener ro-
bot 
In this section we describe the requirements for 
building a listener robot based on the observations 
and the analysis in previous sections. 

5.1   Establishing joint attention 
As shown in Section 4, it is frequently observed that 
both the speaker and the listener attend to the same 
object in explanation task. Therefore, implementing 
the ability of joint attention into a listener robot is 
required.  

The correspondence of the listener’s proper reac-
tion with the precedent actions of the speaker is nec-
essary for the communication between a speaker and 
a listener to be established. It is through this repeti-
tive process that natural speaker-listener communi-
cation is achieved. Among the correspondent action 
and reaction couplings, the most fundamental and 
effective one is seemingly joint attention.  

In order to achieve joint attention, the listener 
has to recognize the speaker’s attention and its tar-
get from the observation of the speaker’s behav-
iours, and should react to the attention appropriately 
and instantly.  

Moreover, it is also essential for establishing 
joint attention whether the attention behaviours are 
put out by the speaker intentionally or not. For re-
acting against non-intentional behaviours would 
become unnatural in communication. Therefore, we 
proposed the method of detecting the intensity of the 
speaker’s intention based on the redundancy of the 
behaviour.  

5.2   Modality of attention behaviour 
Table 3 summarizes attention behaviours in view of 
each modality based on the observations in Section 
4.  
 

Table 3: Modality of attention behaviour 
 

Modality Behaviours 
Hand 

movements Pointing, Grasping, Showing 

Eye gaze Direction (head, eyes) 

Posture 
Approaching, Direction (body) 
Standing-up, Sitting-down 

Speech 
Deictic words, Verbal response, 
Mentioning 

 

A listener and a speaker use these types of 
behaviours to express their own attention or to in-
terpret the other’s. In Table 3, hand movements and 
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eye gaze are assumed to strongly represent attention. 
If a listener robot is able to recognize such attention 
behaviours of the speaker, then the establishment of 
joint attention will be easier.  

The other types of behaviours are also used for 
representing attention. However, they are often used 
with a certain degree of redundancy. The redun-
dancy of attention behaviour is described in the next 
subsection.  

5.3   Redundancy of attention behaviour 
We observed that attention behaviours are fre-
quently represented with more than one modality or 
in repeating fashion. Such redundant manners 
strongly suggest that those behaviours are inten-
tional. In other words, the redundancy of behaviour 
manner helps a listener to recognize the speaker’s 
intention.  

We propose that the redundancy of attention be-
haviours should be applied to the design of natural 
communication environment using a listener robot. 
The speaker’s redundant behaviours strongly sug-
gest the intentionality of his behaviours. Recogniz-
ing the redundancy enables the listener robot to eas-
ily understand the speaker’s intention. The effec-
tiveness of applying the informative redundancies to 
an agent’s sensors and actuators is also suggested by 
Pfeifer and Scheier (1999).  

It is assumed that there are the following two 
types of redundancy in the speaker-listener commu-
nication: 

 
 Redundancy of modality: Using multiple 

modalities of behaviours simultaneously 
 Redundancy of time: Using the repetitive 

or persistent behaviours 
 
Since the redundant behaviours are often inten-

tional, communicative robots should react rapidly 
and appropriately against those intentional behav-
iours of humans. Conversely, the robots also can 
convey strong intention to humans using redundant 
actions or behaviours. This effect of redundancy is 
discussed in Tajima (2004) through the human-robot 
communication experiment. 

A human can adjust himself to a robot with ease 
if the robot can interpret redundancy. It is often ob-
served that a human behaves in more redundant 
ways when he cannot communicate with others 
smoothly. Thus, even the robots with insufficient 
recognition abilities can communicate with a human 
as long as he is willing to use the redundant ways of 
communication.  

5.4   Modes of Communication 

Intentional attention behaviours are not always used 
in the process of explanatory communication. It is 
required for a listener robot to behave properly even 
if there are no such intentional behaviours of a 
speaker. 

The analysis in Section 4 suggests that the 
proper behaviours of a listener robot should be de-
termined depending on the relations between the 
speaker, the listener and the target. We call that a 
communication mode. According to each of the 
communication modes the listener robot should be 
able to change its behaviours properly. The modes 
of communication are classified into the following 
four types in view of the speaker’s attention (also 
see Figure 3): 

 
 Talking-to mode: 
 Talking-about mode 
 Confirming mode 
 Busy mode 

 

 
Figure 3: The modes of communication 
 

In general, the speaker engaged in the explana-
tion task attends to either the listener or the target to 
be explained. In the ‘talking-to’ mode, the speaker 
is mainly watching the listener and is involved in the 
cognitive space based on the relation between the 
speaker and the listener. As the speaker in the ‘talk-
ing-to‘ mode expects the listener to be involved in 
the same conversation, the listener should pay atten-
tion to the speaker himself.  

On the other hand, when the speaker is mainly 
watching the target to be explained, he is in the 
‘talking-about’ mode. In this mode, the speaker 
expects the listener to cognitively share the target. 
Therefore, the listener should attend to the target in 
turn.  

Additionally, in the cases where the speaker 
switches his gaze between toward the listener and 
toward the target, he is interested in the relation of 
the listener and the target, that is, whether or not the 
listener is paying attention to the target. We thus call 
the mode as the ‘confirming’ mode in that he tries 
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to confirm the listener’s attention. In the confirming 
mode, the listener should turn his gaze back to the 
speaker and respond with nods or verbal responses.  

The ‘busy’ mode is the mode when the speaker 
is devoting himself to his work without talking to 
his listener. In this mode the speaker is attending 
more to the target than in the talking-about mode, 
and tends to ignore the listener. This situation is not 
favorable for explanation task, but frequently occurs 
when the speaker is not skillful. A listener robot can 
keep attending to the target during the busy mode, 
which is one of the advantages for using robots. 

These modes of the speaker’s attention differ in 
which cognitive space the speaker is involved. The 
speaker creatively uses the multiple modes to estab-
lish communicative reality. If the listener robot does 
not appropriately react according to the specific 
communication mode, the speaker will not be able 
to smoothly switch these modes, and then he will 
not feel the communication with the robot as real. 

6   Constructing a Listener Robot  
In this section, we describe the implementing 
method of the attributes of establishing natural 
speaker-listener communication environment, sug-
gested in Section 5, into the listener robot.  

6.1   Target  
In this research, we construct a listener robot, which 
is designed to participate in such human-robot 
communication environment as the situation where 
a human explains the procedure of assembling a 

piece of furniture or an appliance toward the listener 
robot. 

This task of explaining the procedures of assem-
bling furniture implies the basic behaviours that are 
usually used by the speaker and the listener. There-
fore, constructing a listener robot involved in the 
task will be also helpful to solve the problems of 
many other explanation tasks.  

6.2   Hardware  
In constructing a listener robot, we use Robovie2, a 
humanoid robot. Robovie is nearly as tall as a hu-
man and can move its hands, head, and eyes. Addi-
tionally, it can make a move with its wheels. 

The motions of the speaker’s body or the tools 
he uses are recognized via the motion capture. The 
markers of the motion capture are attached to the 
speaker’s head, arms, body, and the objects to use or 
to point at in his explanation. In addition, one mi-
crophone is used to measure the speech sound vol-
ume of the speaker.  

6.3   Architecture of listener robot 
The architecture of the listener robot is shown in 
Figure 4.  

The robot receives motion capture data of the 
speaker’s behaviours and the speech sound as input.  
As the result of processing the data, the robot out-
puts bodily expressions as feedback to the commu-
nication environment.  

                                                 
2

http://www.mic.atr.co.jp/˜michita/everyday-e/ 
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 Input: Motion capture data, and speech sound. 
 Output: Robot behaviours (head, eyes, arms, 

head nod, voice, and body direction)  
 
The following subsections describe the methods 

used in each module in the robot system architec-
ture.  
 
6.3.1   Attention recognition 
 
In order to recognize the attention behaviours of a 
speaker, the listener robot processes each data from 
respective markers attached to all the possible tar-
gets. The details of the process are described below.  

First, the confidence for attention toward each 
target is calculated from the positions of the motion 
capture markers to decide the following behaviours: 

 
 Eye gaze (head direction) 
 Pointing 
 Grasping 
 Repetitive hand gestures (e.g. tapping) 
 Physical relationship with objects (dis-

tance, body direction) 
 

Respective bahaviours are recognized based on sim-
ple calculation of such as distance and angles be-
tween markers. For example, gaze direction is esti-
mated from the directions of two markers attached 
on the speaker’s head. Grasping is recognized by 
calculating the distance between hand and object. 
The precise direction of eyes is difficult to recognize 
from motion capture information. Therefore, we are 
not concerned it in this listener robot. 

Repetitive gesture of hands is calculated by em-
ploying methods proposed by Tajima (2003) and 
Anuchitkittikul (2004). Their method detects hu-
man’s repetitive gestures by using an autocorrela-
tion function and the Fast Fourier Transform (FFT).  

The calculation of the confidence for respective 
gestures is based on the relational network of sensor 
data and behaviours as illustrated in Figure 5. Out-
puts from this process are calculated by using the 
method proposed by Hatakeyama (2004). This the-
ory applies Bayesian Network to the processing of 
sensor information and the decision of robot’s be-
haviour. In this method, inputs and outputs are rep-
resented as random variables. The causal relation-
ships between inputs and outputs are expressed as a 
conditional probability table. 

This method has an advantage over other meth-
ods that describe the relationship between input and 
output as rules, because it is more robust against the 
noisy input and the changes of communication envi-
ronment. 

 
 

Figure 5: Network for attention recognition (partial) 
 
Each node of the network was decided by us based 
on the observations in Section 4.  

Furthermore, the confidence values of the re-
spective behaviours are regarded as scores, and then 
the scores are weighed and added up into the redun-
dancy of attention behaviours toward the target (Re-
dundancy of modality).   

Weighing scores depend on the current commu-
nication mode and the duration of behaviours (Re-
dundancy of time). For example, in the Talking-to 
mode, weighed values are less than in any other 
mode because gazing attention to the target does not 
frequently occur in the Talking-to mode.   
 
6.3.2   Communication mode estimation 
 

Preceding 
communication mode

Target attention

Gaze to 
listener robot 

Body
direction

Current communication mode

Attention
behaviour

Speech

Head
direction Duration

Direction
(upper half)

Direction
(lower half)
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change Movement

Repetitive
gestures

Redundancy Duration

 
 

Figure 6: Estimation of communication mode 
 
The communication modes suggested in Section 5 
are classified according to what relation is estab-
lished between the speaker, the listener and the tar-
get. Our listener robot decides each communication 
mode based on the speaker’s behaviours.  

Which communication mode the speaker and the 
listener are involved in is estimated from the follow-
ing inputs using the similar algorithm to that of at-
tention recognition (also see Figure 6):   

 

Streching  arm Turning hand 

Angle against target 
(horizontal) Angle against target 

( vertictal ) Elbow angle

Moving speed
 of object

Distance between 
hand and object

Observational data

Attention  behaviour

Pointing 

Grasping

49



 Target attention (with the largest redundan-
cies) 

 Gaze to the listener robot 
 Body direction toward the listener robot 
 Attention behaviour (e.g. posture change) 
 Speech (volume, duration) 
 Preceding communication mode 

 
The general conditions for recognizing each 

communication mode are as follows:  
 

 Talking-to: with frequent speech, speaker’s 
body and face toward the listener  

 Talking-about: with attention behaviours 
and gaze to the target 

 Confirming: with momentary gaze toward 
the listener during target attention 

 Busy: with no speech, with continuous at-
tention to the target 

 
 

6.3.3   Robot behaviour decision 
 
The listener robot’s behaviours are decided by if-
then rules based on the redundancy of attention be-
haviour and the communication mode. The object 
with the largest redundancy is selected as the target 
for the listener robot’s attention.  

The manners of the listener robot’s behaviours 
are summarized as follows: 

 
 Talking-to: turns the head to the speaker 

and randomly nods when the speech is 
aborted.  

 Low redundancy: no attention 
 Medium redundancy: gaze attention 

in a short period 
 High redundancy: slight head move 

and gaze attention in a short period 
 Talking-about: uses various methods. 

 Very low redundancy: no attention 
 Low redundancy: gaze attention 
 Medium redundancy: head attention 

after gaze attention 
 High redundancy: prompt head atten-

tion 
 Very high redundancy: head move 

and verbal responses 
 Confirming: takes a glance at the speaker, 

nods with verbal responses, and then returns 
to the original state. Nodding and verbal re-
sponses are randomly produced.  

 Busy: in the same fashion as talking-about 
mode, but with no utterances, 

 

6.4   Examples of explanation for the lis-
tener robot 

 
(a) Talking-to mode                    

       

 
(b) Talking-about mode (Grasping + Pointing) 

 

 
(c) Confirming mode 

 
Figure 7：Example scenes of explanation for the 

listener robot 
 
Figure 7 shows examples of explanation for the lis-
tener robot. These pictures illustrate three speaker's 
modes when the speaker explains how to assemble 
the metal rack using tools.  

Picture (a) shows that the speaker is talking to 
the robot and the robot turns its head to the speaker. 
In picture (b) the speaker attends to a tool with mul-
tiple behaviours. Then the robot turns its head to the 
tool, when the joint attention between the speaker 
and the robot is established. In picture (c) the 
speaker looks at the robot so as to confirm its reac-
tions during his attention to the tool. At the time the 
robot glances at the speaker with its eyes and nods 
to the speaker. 

As a result, the listener robot efficiently recog-
nized speaker's intentions using the redundancy of 
speaker's natural behaviours. Moreover, considering 
communication modes helped a lot to realize the 
proper reactions of the robot for explanatory task. 

50



7   Conclusion 

In this paper, we proposed the method to establish 
the natural communication environment with the 
artifact such as a robot. We developed the listener 
robot applying this method in the explanation of 
assembling furniture. The listener robot established 
natural joint attention with a human speaker using 
the redundancies of attention behaviour. 

In the future, we will examine psychological 
burden of the user in the explanation task with the 
listener robot. Additionally, we will analyze more 
detailed behaviours of human speakers and listeners 
and define more proper communication modes and 
robot’s behaviours in each mode. 

Finally, we will develop the system supporting 
creation of the video contents using this listener 
robot. If this robot’s behaviour makes a speaker 
relaxed, the speaker is expected to be able to create 
good video contents.  
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Abstract 

 

In face-to-face communication, humans read their partners' intentions by using diverse nonverbal 

information. In this study, we focused on a "lie" as being one of the partners’ intentions that does 

not correspond directly to specific nonverbal information. Specifically, we investigated whether a 

“lie” was discernible in actual communication by using nonverbal information such as gazing, pros-

ody and facial expressions. Participants were asked to play a game of revised “Indian poker” in or-

der to observe lies, which appeared in a situation similar to actual communication actual communi-

cation. The result of the application of discriminant analysis by using four of the 13 nonverbal in-

formation provided a discrimination rate of about 75% - 85% to determine whether participants told 

a lie or not. Each participant utilised different nonverbal information with changes in situations re-

garding communication. On the other hand, in the case of the same participant, a sign of the coeffi-

cient of the discriminant function of the same kind of nonverbal information was stable even though 

the situation changed. Therefore, by analysing the nonverbal information utilised in situations using 

the communication media, we may also communicate naturally and smoothly, like in a face-to-face 

communication by using communication media. 

 

1   Introduction 

Presently various kinds of communication media are 

quickly spread in our daily lives. However, it can be 

said that face-to-face communication is the most 

natural and smooth form of communication for most 

people. In face-to-face communication, we not only 

use verbal information but also diverse nonverbal 

information for smoother communication (Von Raf-

fler-Engel, 1980; Daibou, 2001). For example, facial 

expressions and gestures are used to express the 

intention of irony or a joke. Many communication 

media have fewer nonverbal communication chan-

nels than face-to-face communication. Therefore, 

we investigate the utilisation of nonverbal informa-

tion in actual communication and then apply it for 

the creation and use by the media. 

While diverse nonverbal information comple-

ments the meaning of verbal information, they are 

mainly used to determine the meanings of polyse-

mous words or to convey the social meaning about 

relations and attitudes (Von Raffler-Engel, 1980; 

Burgoon, 1994). Hayashi (1998) reported that the 

utterance of the Japanese interjection "eh" with dif-

ferent prosodic information could be interpreted 

differently to mean different things. 

Recently, some researchers have conducted re-

search on a human’s intention based on his/her non-

verbal information. For example, Vertegaal et al 

(2001) reported that gaze directional cues of partici-

pants could be used as a means of establishing who 

was talking with whom and Goto et al (2002) cre-

ated a system that provides its user with following a 

word inferred from the previous word uttered when 

the user hesitated to speak. In most studies however, 

a limited number of nonverbal information was used 

for reading, this too. Simple intention corresponded 

directly to specific nonverbal information. In actual 

communication, we use much more nonverbal in-

formation such as, gazing, prosody, facial expres-

sions, gestures and so on. We further need this non-

verbal information to read complex intentions, such 

as, irony, jokes, state of mind of strain or dissatis-

faction and so on that do not correspond directly to 

specific nonverbal information. Therefore, investi-

gating the synthetic use of diverse nonverbal infor-

mation is required for reading such complex inten-

tions.  
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In actual communication, communication strate-

gies change according to the change in human rela-

tionships and situations. In this study, communica-

tion strategy means giving and hiding people’s in-

tention for achieving their purpose to communica-

tion partners. The manner in which to tell a lie is a 

kind of communication strategy. Therefore, we ex-

pect that the manner to tell a lie will change in the 

process of communication. A lie is a complex inten-

tion and can be define objectively. Then we focused 

on a "lie" appearing in actual communication and 

we investigate nonverbal information when people 

tell a lie. Up to now, many researchers have studied 

about discrimination of a lie. However, there are 

very few studies that observe nonverbal information 

when people tell a lie during actual communication. 

Therefore, it is considered necessary to pay at-

tention to the diverse nonverbal information in order 

to catch the expressions that change with situations 

in actual communication, such as, the motives and 

manners to tell a lie, times and partners when a lie is 

told, individual characters of humans who tell a lie 

and so on. 

This study has two purposes. (1) To confirm that 

the changes of diverse nonverbal information were 

observable in a situation similar to actual communi-

cation, in which diverse nonverbal information was 

used and a participant was able to spontaneously 

select between telling a lie and not and that these 

changes were useful in discriminating a participant's 

intention. (2) To investigate by using nonverbal in-

formation, whether lies as complex intention, which 

do not correspond directly to specific nonverbal 

information, were able to be discriminated or not 

and the feature of nonverbal information when lies 

were told by analysing which variables contribute 

towards the discrimination of lies. For these investi-

gations, we conducted an experiment using a game 

in which participants spontaneously selected be-

tween telling a lie and not. 

Below, "intention" means "the inner representa-

tion which cannot be directly observed ", "informa-

tion" implies "the external representation, which can 

be observed", a "variable" means "a part of informa-

tion used for analysis" and a "lie" means, "linguistic 

statement deceived intentionally" (THE YUHI-

KAKU DICTIONARY OF PSYCHOLOGY, 1999).   

The rest of the paper is organised as follows. 

Section 2 explains the outline of the experiment 

conducted in this study. Section 3 describes the 

method of analysis and results. Section 4 contains a 

discussion and conclusions. 

2   Experiment 

We conducted an experiment to record the diverse 

nonverbal information that the participant’s made 

while spontaneously telling a lie during communica-

tion.  

 

2.1   Revised “Indian Poker” 

Indian poker is a card game. Each player is dealt one 

card whose face side they cannot view. Each player 

must place the card on the forehead so that all the 

other players can see that card. This means that you 

can see every card except your own. The players 

then decide whether or not to stay in the game from 

the number of cards shown and communication with 

the other players. Finally all the players' cards are 

turned face up on the table and the player with the 

highest card wins. Exceptionally, one (A) counts as 

14. The losers points are lower when a player drops 

out of a game than the losers points when he/she is 

defeated (Table 1).  

Under these normal rules, winning or defeat is 

easily estimated from the cards shown by others', 

communications for encouraging others to leave the 

game or not difficult. Therefore, we add the rule "2, 

3, 4 cards win when all the other players in the game 

have picture cards (11, 12, 13)". By adding this rule, 

winning or defeat cannot be easily estimated. The 

game of normal Indian poker plus this rule is called 

“Revised Indian poker”. 

By adding this rule, whether the other players 

stay in the game or not are concerns of winning or 

defeat. The players then communicate with each 

other in order to obtain information on their own 

card and the intention of the other players is to de-

cide on whether to stay in the game or not. In this 

communication, a player is clue to tell a lie in order 

to make the other players leave the game. 

The reason for using the revised Indian poker is 

that participants are able to choose their own com-

munication strategy on whether to tell a lie or not. 

This choice is his/her own and without instructions 

from the experimenter. So lies, which appear ac-

cording to the change in communication strategy, 

can be observed in this environment, which is simi-

lar to actual communication. 

 

2.2   Setting 

Participants were asked to play a game of revised 

Indian poker. The behaviour and utterances of the 

Table 1. List of points. 
 

Defeated. -3 points. 

Leave the game. -2 points. 

Leave despite holding a top card. -4 points. 

Winner. 
Gets all of the other 

players' lost points. 
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participants playing this game were recorded on 

video. 

Three participants (players) participated in the 

experiment. They sat surrounding a table and video 

cameras for the recording were placed between them 

(Fig. 1). The video camera recorded the participant 

who was sitting on the opposite side of the table. In 

this setting, the participants played revised Indian 

porker. The participants' utterances and actions were 

not controlled; they were allowed free communica-

tion. The experimenter asked them to play the game 

of revised Indian poker only after the participants 

were briefly provided instructions on the rules and 

strategies of the game. 

The three participants were two graduate stu-

dents and the person conducting the experiment
1

. 

The two graduate students were acquainted with 

each other.  

 

2.3   Procedure 

The experiment was conducted in the following 

manner. 

1) Three participants sat surrounding a table 

(Fig. 1). 

2) The experimenter briefly provided instruc-

tions on the rules and strategies of the game. 

3) The experimenter shuffled the cards and 

dealt a card to each participant. 

4) The participants were asked to place the card 

on the forehead without looking at it. 

5) Each participant communicated in order to 

make the other participants either to leave or 

stay in the game. 

6) Each participant showed his/her card to the 

others, after deciding on whether to stay or 

leave the game. 

7) After the winner was decided, the losers paid 

the points to the winner. 

                                                 
1
 The reason why the experimenter participated in the game 

was that it was difficult to communicate smoothly with the 

beginners of the game and to detect a lie. This experimenter 

acted like a usual player. 

The procedures of 3–7 were defined as a trial. 

This trial was repeated about 20 times. 

In addition, we conducted the same experiment 

on the same participants after three months of the 

first experiment. The numbers of trials were 20 in 

the first experiment and 17 in the second experi-

ment. 

 

3   Results 

3.1   Method 

By using the discriminant analysis, an investigation 

was made into how many lies could be discrimi-

nated and the effect of the contribution of variables. 

Utterance, a unit of analysis, was taken out from 

the video, which was recorded during the experi-

ment. This “utterance unit” was defined by the time 

span from the start time of active utterance by a par-

ticipant to 0.5 seconds after the utterance ended. 

This definition was adopted because, at the end of 

utterances, eyes moved or facial expressions 

changed in many cases. 

The variables of "gaze", "prosody" and "facial 

expressions" in every utterance unit were elicited.  

To sum up, in this experiment; we assume that 

independent variables were 13 nonverbal informa-

tion variables in Table 2, while a dependent vari-

able was whether a participant told a lie or not. 

The objective of gazing was judged by the direc-

tion in which the participant turned his face and his 

eyes, by the relation between the position of the 

camera and other participants. 

Each variable in a row of “gaze” in Table 2 is 

explained here. At the top of a row, the definition of 

"the Rate of Gazing at the Partner of Conversation 

(RGPC)" is the percentage of time during which a 

participant gazes at his/her partner of conversation 

as a portion of the total time of an utterance unit. At 

the middle of a row, the definition of "the Rate of 

Gazing at the Useful Object for Communication 

(RGUOC)" is the percentage of time during which 

the participant is gazing at the object that has useful 

information for communication as a portion of the 

total time of an utterance unit. In this case, these 

objects are the faces of the other two participants 

and their cards. At the bottom of a row, the defini-

tion of "the Transitional Rate of Gazing at the Ob-

ject (TRGO)" is the value of the numbers that a par-

ticipant is gazing 0.4 seconds or more divided by the 

time of an utterance unit.  

It may be difficult for people to pick up subtle 

changes in facial expressions. We have noticed that 

people force a smile while telling a lie in many 

cases for the purpose of deception. It was reported 

that there is a time difference between the start of 

the expression of the eyes and that of the mouth in a 

 

Figure 1. Position of each participant and the cameras. 
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forced smile (Nakamura, 2000; Shikura et al, 2001). 

In this study, "the difference of the reaction time 

between the eyes and mouth" was regarded as a 

typical variable of facial expressions. Briefly speak-

ing, "Whether the Mouth Reacted Earlier than the 

Eyes (WMREE)" was regarded as a variable. The 

value was set to 1 (truth) when the experimenter 

could judge that the mouth reacted earlier than eyes. 

Otherwise, it was set to 0 (false). The value was set 

to 1 (truth) when only the month reacted. 

The experimenter classified nonverbal informa-

tion of every utterance unit into the variables in Ta-

ble 2. 

 

3.2   Procedure 

We performed discriminant analysis to determine, 

which variable was useful in discriminating lies 

among the variables. 

There were two groups in the discriminant 

analysis. One was "an utterance, which is a lie" and 

the other as "other utterances." Below, "an utter-

ance, which is a lie" is called the "Lie utterance" for 

short. We define that an "equivocal utterance" is an 

utterance that is neither a truth nor a lie, (an evaded 

utterance, a noncommittal answer and so on). There 

were between 20-30% of "equivocal utterances" in 

the whole utterance. These “equivocal utterances” 

were classified as “other utterances.” 

By selecting different variables for discrimina-

tion showed which variables were useful in dis-

criminating lies. First, an experimenter identified the 

pairs of variables with 0.8 or more correlation coef-

ficients and removed the variable with a lower F-

value. As a result, the experimenter removed one 

variable at a minimum and five variables at the 

maximum. Next, the variables were selected by 

backward elimination. The selected variables by this 

operation were regarded as the main variables that 

largely contributed to discriminating lies. 

 

3.3   Results 

As one of the participants, (Participant B) did not 

tell a lie in the first experiment. The other partici-

pant is called Participant A. 

In all cases, four variables were selected.  How-

ever, the discrimination rate reached 75-85%. Ac-

cording to the research of Mirror and Stiff (1993), a 

percentage of correct answers when people judge 

are at most 70%. Therefore, this result shows that 

we can discriminate people’s lies by using diverse 

nonverbal information at the same or with more 

accuracy as people can. Moreover, discrimination 

may be made with a comparatively small number of 

variables, even if much nonverbal information is 

used. 

The actions of Participant A in telling a lie were 

analysed. The experimenter identified specific ac-

tions when Participant A told a lie in the first half of 

the first experiment as follows; "gaze was not fixed" 

and "utterances while thinking about something". 

However, most of these actions were not identified 

in the second half of the first experiment and during 

the second experiment. Below, “the first half of the 

first experiment” is called “1-1”, “the second half of 

the first experiment” is called “1-2”. In the behav-

iour identified, differences existed between “1-1” 

and “1-2” and similarities existed between “1-2” and 

the second experiment. Therefore, we hypothesised 

that differences would exist between “1-1” and “1-

2” and similarities would exist between “1-2” and 

the second experiment in nonverbal information too.  

In order to verify this hypothesis, we performed 

discriminant analysis on the data sets of “1-1” and 

“1-2” (Table 3 (a)). However, no significant change 

was observed in the discrimination rate. At a glance, 

similarities were not found between “1-2” and the 

second experiment, in the variables that largely con-

tributed to the discrimination. 

Then, each of the discriminant functions of “1-1” 

and “1-2” of Participant A classified the data set of 

the second experiment as unknown data set. The 

result is shown in Table 4. 

When the discriminant function of “1-2” classi-

fied the data set of the second experiment, the dis-

crimination rate did not decrease in both the "lie 

utterances" and "other utterances". However, when 

the discriminant function of “1-1” classified the data 

set of the second experiment, the discrimination rate 

decreased greatly in the "lie utterances" while the 

discrimination rate did not decrease in the "other 

utterances". This result shows that “1-2” and the 

second experiment resemble each other in the man-

Table 2. 13 Nonverbal Information. 
 

Nonverbal 

Information. 
Independent variables. 

The Rate of Gazing at the Partner 
 of Conversation (RGPC). 

The Rate of Gazing at the Useful Object 
 for Communication (RGUOC). 

Gaze. 

(Three variables.) 
The Transitional Rate 

 of Gazing at the Object (TRGO). 

Pitch,  

(the first half, the second half, change.) 

Power, 

 (the first half, the second half, change.) 
Prosody. 

(Nine variables.) 
Speed,  

(the first half, the second half, change.) 

Facial expression. 

(One variable.) 
Whether the Mouth Reacted Early 

 rather than the Eyes (WMREE). 
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ner to tell a lie, but also that differences exist be-

tween these and “1-1”. 

As mentioned above, it is confirmed that the 

nonverbal information that people showed in telling 

a lie changes during communication. 

One of the reasons why the participants’ expres-

sion of nonverbal information changed was that the 

participants were getting habituated in telling a lie 

while playing revised Indian poker. This habituation 

would change the communication strategy, for ex-

ample the manner to tell a lie change from reactive 

to active. In turn, the change in the communication 

strategy would change their expression of nonverbal 

information. Therefore, their discriminant function 

changed. 

In spite of the three months interval, the dis-

crimination rate did not decrease. Therefore, it is 

suggested that the discriminant function does not 

change when the situations and the participants are 

the same. 

In all the sets of main variables that largely con-

tributed to discrimination in Table 3, mostly the 

variables of gaze, prosody and facial expressions 

were included. This implies that observation of di-

verse nonverbal information is required. The se-

lected variables differ or their contribution differs in 

every experiment, participant and situation in both 

the first and second halves of an experiment. On the 

other hand, in the case of the same participant, a 

sign of the discriminant function coefficient of the 

variables with the highest contribution was stable 

even when the situation changed from “1-1” to “1-

2” and the second experiment. Therefore, it is sug-

gested that there is some consistency, for every par-

ticipant at least. 

 

Table 3. Results of the discriminant analysis. 
 

(a) Participant A. 

Experiments. 
The number of 

 utterances. 
Discrimination rate. 

The number 

of variables. 
The selected variables. (Coefficient of 

discriminant function, F-value). 

Total. 

Total utterances: 86 

Lie utterances: 24 

Other utterances: 62 

Lie utterances: 74% 

Other utterances: 82% 
4 

RGUOC. (-7.0,16) 

WMREE. (2.2,9.2) 

Power (change). (0.92,2.1) 

Pitch (the first half). (0.51,2.1) 

The first half (1-1). 

Total utterances: 36 

Lie utterances: 15 

Other utterances: 21 

Lie utterances: 79% 

Other utterances: 83% 
4 

RGPC. (-5.5,13) 

WMREE. (0.93,1.0) 

Pitch (change). (0.47,0.28) 

Pitch (the first half). (0.27,0.27) 
The second half (1-2). 

First. 

Total utterances: 50 

Lie utterances:  9 

Other utterances: 41 

Lie utterances: 89% 

Other utterances: 90% 
4 

WMREE. (5.2,12) 

Power (change). (2.6,7.2) 

Pitch (the first half). (1.7,5.6) 

RGUOC. (-10,4.2) 

Second. 
Total utterances: 126 

Lie utterances:  14 

Other utterances: 112 

Lie utterances: 79% 

Other utterances: 83% 
4 

RGUOC. (-4.1,15) 

WMREE. (3.8,7.3) 

Pitch (change). (1.7,8.3) 

Speed (the second half). (1.1,3.7) 

 

(b) Participant B. 

Experiments. 
The number of 

 utterances. 
Discrimination rate. 

The number 

of variables. 
The selected variables. (Coefficient of 

discriminant function, F-value). 

First. Total utterances: 48 － － － 

Second. 
Total utterances: 95 

Lie utterances: 10 

Other utterances: 85 

Lie utterances: 80% 

Other utterances: 73% 
4 

WMREE. (2.0,5.9) 

RGPC. (-5.1,5.5) 

Loudness (change). (-4.5,4.6) 

RGUOC. (4.3,4.5) 
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4   Discussion and Conclusions 

In many of the previous studies, a limited number of 

nonverbal information was used for reading peo-

ple‘s intention, and simple intention corresponded 

directly to specific nonverbal information. The lies 

as intention did not correspond to specific nonverbal 

information. In this study, we focused on 13 of the 

nonverbal information, about gaze (three variables), 

prosody (nine variables) and facial expression (one 

variable). These were classified the behaviour of the 

participants while they were playing a game of re-

vised Indian poker and the data that was elicited was 

analysed by using a discriminant analysis. The result 

of the application of discriminant analysis by using 

four of the 13 variables provided a discrimination 

rate of about 75% - 85% to determine whether par-

ticipants told a lie or not. This result suggests that 

we can discriminate people’s lies by the minimum 

usage of diverse nonverbal information at the same 

or with more accuracy as people can. Since all the 

sets of main variables that largely contributed to 

discrimination, the variables of gaze, prosody and 

facial expressions were included; the necessity of 

observing diverse nonverbal information is sug-

gested.  

There are very few studies that discriminate lies 

using an experimental setting in scenes similar to 

actual communication. In this study, we conducted 

an experiment using a game in which the communi-

cation of players resembled actual communication. 

As a result, it is confirmed that the variables that 

largely contributed to discriminating lies changed 

with situations and in communication. On the other 

hand, in the case of the same participant, it is sug-

gested that some consistency exists. From these, in 

order to discriminate lies in actual communication, 

it is necessary to pay attention to both the change of 

nonverbal information according to the change in 

communication strategies and a certain amount of 

consistency in every individual. 

In this study, we discriminated lies as a complex 

intention by using a small number of nonverbal in-

formation when the situations and participants were 

the same. Therefore, by analysing the nonverbal 

information utilised in situations using the commu-

nication media, we may also communicate naturally 

and smoothly, like in a face-to-face communication 

by using communication media. 
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Abstract 

 
In interactive environments inhabited by an agent and a user, it is difficult for the agent to under-
stand what the user is talking about and why. The agent needs to be aware of situational and envi-
ronmental information to properly interpret the user’s utterances.   Our current embodied conversa-
tional agent is described along with an example of its current performance. Issues of reference reso-
lution that future work will address are explored.  
 

1   Introduction 

Most current embodied conversational agent (ECA) 
research focuses on aspects of multi-modal commu-
nication made possible by the embodiment of the 
agent, for example gaze, gestures and the integration 
of verbal and body language. In addition, most 
existing systems separate the agent and user into 
separate spaces, usually due to a separation in roles, 
for example, vendor and buyer.  Most existing 
ECAs also occupy a fixed location and are sur-
rounded by objects that neither change nor move. 

In a shared dynamic visual environment, such as 
an interactive videogame, in which a mobile agent 
and a user perform collaborative tasks, an ECA re-
quires a range of additional capabilities in order to 
determine what the user said and why. For example, 
a key task for an ECA in such an environment is the 
identification of entities referred to by Referring 
Expressions (REs), e.g. definite noun phrases and 
pronouns.  This task presents many challenges. For 
example, an RE may refer to an object that has not 
been mentioned in the dialogue, e.g. an item that is 
in the shared visual field.  This would present a 
problem for almost all existing reference resolution 
techniques which deal only with entities in the dis-
course context.  The object referred to may also be 
no longer co-present with the agent and user but was 
previously in the visual field. Again, the object may 
or may not have been mentioned in the dialogue. An 
object may also be referred to that was mentioned 
some time ago in the dialogue. Most approaches to 
reference resolution would not consider such an 
item to be particularly ‘salient’, but it may have 

some ongoing task-related relevance.  In task-
oriented spoken dialogue, REs may also refer to 
abstract entities such as actions and events.  Such 
references are common in spoken dialogue. For ex-
ample, after issuing a command to an agent the user 
may subsequently ask “did you do it?” where ‘it’ 
refers to the action requested in the command.  
Since most existing reference resolution strategies 
cannot deal with such abstract entities, they would 
be unable to identify the referent of the pronoun ‘it’ 
in this case. 

Reference resolution techniques generally follow 
a two-stage approach: (1) building the discourse 
context of entities available for reference and (2) 
identifying a single referent for each RE.  As stated 
above, most existing techniques add only linguisti-
cally evoked entities to the context and then only 
those evoked by noun phrases.  For our agent, this 
will be insufficient since entities may be evoked by 
other sources. A major source of possible referents 
is the environment itself. Before a single utterance 
has been received from the user, information from 
the environment must be added to the context. The 
agent and the user will be able to see objects and 
events in the locality and will also build a visual 
history of previously seen entities.  Decisions must 
be taken about which objects and events from the 
environment, and which properties of those entities, 
must be added to the context.  The agent must con-
sider the user’s ‘field of view’. What can the user 
see? Objects and actions may also be referred to that 
relate to the task at hand hence must also be added 
to the context. This requires some form of task con-
text in addition to the discourse and visual contexts.  
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Furthermore, items in the agent’s inventory may be 
referred to therefore a personal context will also be 
required. 

An example utterance will illustrate some of the 
issues to be addressed. If the user commands the 
agent to “get the gun” (a more detailed description 
of our agent’s domain is given later), the system 
must determine which particular gun is being re-
ferred to.  The gun might be the one that was just 
being discussed hence will be represented in the 
discourse context.  However, there may be other 
candidates that need to be considered.  Is the user 
‘looking at’ a gun?  Is there a gun in the room that 
the user is not looking at but might assume that the 
agent is aware of because it is in the shared space? 
Is there no gun in the present location but there was 
one that the user and agent walked past in some 
other part of the space?  Is there an enemy agent 
standing in front of the agent with a gun in its hand? 
Of course, there could be multiple candidates there-
fore some judgement will be needed as to the rela-
tive cognitive status of the candidates and their sali-
ence.   

This paper describes the domain for our agent 
and the current implementation (section 3), and sets 
out our future plans (section 4). Firstly, the paper 
considers some related research in ECAs, natural 
language understanding systems, videogame agents 
and reference resolution. 

 

2   Related Work 
There is a broad range of work related to our re-
search covering ECAs, NLU systems, videogames 
and reference resolution.  There is a large body of 
embodied conversational agent research, although 
this generally focuses on a different type of agent 
from that described here.  Generally such systems 
do not place the ECA and user in a shared dynamic 
environment and agents are not usually mobile.  
Much of this work focuses on interpreting multi-
modal input and generating multi-modal output. The 
agents are embodied to create a more ‘human-like’ 
face-to-face communication experience.  Agents 
include REA (Bickmore & Cassell, 2000), Gandalf 
(Thorisson, 2002), MACK (Stocky & Cassell, 2002) 
and Steve (Rickel & Johnson, 1999).   

MACK, an ECA kiosk, does, in a sense, share a 
space with the user (i.e. the ‘real world’). He can 
gesture to entities in the shared environment al-
though those entities do not change their position or 
other properties. Furthermore, MACK is not mobile.  
Steve shares a virtual reality space with the user and 
can discuss and gesture towards items in the envi-
ronment. Steve does have a limited mobility. His 
natural language understanding ability is limited, 
however. 

The most advanced ECAs, in terms of overall 
capabilities, appear to be the virtual humans in the 
‘Mission Rehearsal Exercise’ (Hill et al., 2001; 
Traum & Rickel, 2002). These agents are mobile, 
can give orders to ‘subordinate’ agents, can negoti-
ate, are aware of events in their environment, etc. 
However, the agent and user do not share the same 
environment. The system also require a lot of equip-
ment. 

Although not conversational agents, another set 
of relevant systems include those that seek to inter-
pret user utterances (usually commands) in some 
form of visual or text-based environment. These 
systems do not have ‘agents’ as such and the envi-
ronments used are largely static and deterministic.  
Many, however, pay close attention to the problem 
of reference resolution. The best-known early sys-
tem is SHRDLU (Winograd, 1972) that enabled a 
user to manipulate a simple ‘blocks world’ using 
commands.  Kelleher describes a system utilising a 
visual environment containing coloured objects such 
as trees and houses that the user can manipulate 
using commands (for example, “make the red tree 
taller”) (Kelleher, 2003).  The novelty of the system 
is its visual saliency algorithm which enables the 
resolution of references to currently and formerly 
visible items. In contrast to SHRDLU, Kelleher’s 
system considers only the objects that the user can 
see (i.e. those on the screen) or has seen recently.  
The system considers both the linguistic and visual 
contexts as possible sponsors of referents. Gabsdil, 
Koller and Striegnitz created a ‘text adventure en-
gine’ that enables the creation of text adventure 
games (Gabsdil, Koller, & Striegnitz, 2002). These 
games generally consist of a story-based scenario, a 
set of locations, objects and events. The user types 
in commands to manipulate the objects described 
and the system responds by describing the updated 
state of the world. Since the system completely con-
trols what the user knows about the game world, it is 
also able to restrict possible referents to those that 
the user can ‘see’.   

Reference resolution research has mostly fo-
cussed on identifying noun phrase antecedents of 
pronouns in texts, e.g. Hobbs (1986). However, re-
search has shown that in dialogue it is possible for 
up to 50% of pronouns to have non-noun phrase 
antecedents (Byron & Allen, 1998; Eckert & Strube, 
2000).   Approaches to the resolution of references 
to abstract entities have been proposed by Eckert 
and Strube (Eckert & Strube, 2000), and Byron 
(Byron, 2002). These approaches do not, however, 
take into account how visual information may im-
pact on the selection of referents. Reference resolu-
tion approaches that do take into account visual in-
formation include Kelleher’s system (Kelleher, 
2003), the Mission Rehearsal Exercise (Hill et al., 
2001; Traum & Rickel, 2002), “Kairai” (Shinyama, 
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Tokunaga, & Tanaka, 2000) and CommandTalk 
(Stent et al., 1999).  

Of these only the Mission Rehearsal Exercise 
involves reference resolution in a dynamic 3D envi-
ronment. Byron however, has described some of the 
key elements of a system that can resolve references 
to abstract and non-abstract entities in a 3D envi-
ronment (Byron, 2003). One key task to be ad-
dressed is deciding which entities to add to the ex-
panded ‘discourse context’ required for visual envi-
ronments (which Byron terms the ‘Model’).  For 
example, which objects, which properties of objects 
and which events should be added to the Model 
hence made available for subsequent reference. 
Also, once the Model has been compiled, how do 
we determine the relative salience of entities in the 
Model?  For example, which properties cause an 
object to have greater salience? Is a larger object 
more salient, one that is moving, one that is moving 
quickly, one that changes colour, one that is relevant 
to an ongoing task? 

Conversational agent research related to 
videogames tends to focus on the selection of ap-
propriate utterances based on simulated emotion and 
personality (Morris, 2002; Drennan, 2003). Imple-
mented systems are rare or non-existent.  However, 
Zubek and Khoo (Zubek & Khoo, 2001) have im-
plemented a ‘chatterbot’ in a game based on the 
‘Half-Life’ videogame (Sierra, 1998). This agent 
has very limited conversational ability being based 
on an adapted version of ELIZA (Weizenbaum, 
1966). The agent’s utterances are based on typical 
exchanges in an online videogame environment 
(rapid changes of focus, bad language, spelling er-
rors, etc.).  Although the agent is mobile and shares 
a dynamic space with the user, it has very limited 
language ‘understanding’ ability and does not seek 
to resolve references to entities in its environment. 
 

3    The Half Life Agent 
The purpose of our agent is to perform collaborative 
tasks with a user.  The agent is a ‘bot’ in the Half 
Life videogame environment (Sierra, 1998).   

3.1   Environment and Domain 

This environment is interactive, dynamic and ‘real-
time’. The user shares the space with the agent (and 
possibly other agents) and sees the environment 
from a ‘first person’ perspective. In our current im-
plementation the user communicates with the agent 
via the keyboard. 

The environment contains objects such as guns 
and ammunition, and possible actions such as shoot-
ing a gun, killing another agent, exploring rooms.  
The agent collaborates with the user to achieve com-
mon goals, for example the death of opponents.  

Actions such as killing an opponent require that the 
agent owns a gun and some ammunition, and has 
located the opponent.  Owning a gun requires that 
the agent has located a gun and picked it up.  These 
objects and actions could be used to represent other 
domains but we use the one described because it 
comes naturally to Half Life. 
 
3.2   Current Implementation 

To date the focus of implementation has been on the 
behavioural element of the agent.  This follows an 
autonomous agent model (Allen, 1995). The key 
element of the autonomous agent is a spreading ac-
tivation network (Maes, 1989). The network selects 
actions based on the spreading of activation between 
competence modules. A competence module encap-
sulates a primitive action, a list of preconditions, an 
add list, a delete list, and, possibly, a language mod-
ule. For example, the GET_GUN competence mod-
ule has a precondition of AT-LOCATION-GUN and 
adds OWNS-GUN. The network selects for action 
the competence module with the highest activation. 
The state and goals inject activation into the net-
work that then spreads activation between the 
competence modules based on successor, 
predecessor and conflictor links.  In the current 
implementation, conversational actions are chosen 
incidentally when ‘physical’ actions are selected 
(via the language module).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Conceptual overview 
 

The current system, figure 1, has a simple con-
versational capability. One of our aims is to select 
conversational actions in the same manner as other 
actions via spreading activation to fulfil conversa-
tional goals. Currently, the agent produces template-
based utterances to respond to the user.  These re-
sponses comprise acknowledgements that it has un-
derstood a command, information about sub-goals 
that must be fulfilled if it cannot fulfil the given goal 
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immediately, and a confirmation when a goal has 
been achieved. 

The network is set to respond to goals, i.e. goals 
inject more activation than the state.  Goals are de-
termined by interpreting the utterances of the user.  
Whilst the agent’s interpretation ability is at an early 
stage, it can respond to a set of commands. A com-
mand is mapped onto a goal by matching the case 
frame produced by the parser (Huyck, 2000) against 
action and object frames in the KB, and then identi-
fying which competence module represents the re-
sulting action. The state in the selected competence 
module’s add list is added to the system’s goal list.  
The spreading of activation will form a path that 
achieves the goal through the network.  An advan-
tage of the activation network approach is that such 
deliberative behaviour can be achieved without a 
traditional planning ability.  

The interpretation process currently identifies 
what is being talked about (within limits) but not 
why. However, the activation network also offers 
potential for intention recognition. The network is 
implemented as a graph that relates competence 
modules to each other via successor and predecessor 
links etc., hence it can also be used to identify the 
relationships between actions. Thus, if the agent is 
asked to “get a gun”, links in the network will show 
that the state of owning a gun is a precondition for 
killing the enemy, perhaps aiding intention recogni-
tion. 
 
3.3   Example scenario 
 
Here we consider a simplified scenario in which the 
user commands the agent to “kill the enemy”.  The 
utterance is passed to the parser that returns a case 
frame representing the semantics.  The case frame 
looks something like this: 

KILL (OBJECT ENEMY) 
The system checks that KILL is a valid action in 

this domain.  If the player had said “shoot”, or a 
range of other words, the system would resolve 
these to the action KILL. In this domain, KILL is 
the fundamental sense of those verbs.  An action 
frame for KILL is retrieved that identifies that it 
requires an object. This is identified from the parsed 
input as ENEMY.  ENEMY is checked to see if it is 
a valid object in this domain, which it is. The object 
frame for ENEMY is then retrieved.  

The system has now identified the action that the 
utterance is requesting and identified the class of 
object that the action is to be applied to.  It needs to 
identify the particular enemy object that is being 
referenced. At this stage there is only one enemy in 
the environment so the reference is easily resolved. 
Effective reference resolution is the key aim of our 
future work. 

 Now we know which action to perform on 
which object.  The agent will respond to the player 
with an acknowledgement.  If any of the above 
stages had failed the agent would have announced 
that it did not understand the utterance.  We now 
need to locate the competence module in the net-
work that represents the action and place the state in 
its add list into the goal list. The system locates the 
KILL_ENEMY module.  If the state brought about 
by this action is ENEMY-DEAD, this is now the 
system’s goal.  The system will identify whether the 
preconditions of the KILL_ENEMY module are 
true. For simplicity’s sake, say there is one precon-
dition:  OWNS-GUN. If this is not true (i.e. the 
agent does not have a gun) the network will auto-
matically seek to make this true by spreading activa-
tion backwards from the goal to the KILL_ENEMY 
module and from that to its predecessors. If the 
competence module GET_GUN adds the state 
OWNS-GUN then this module will receive activa-
tion from the KILL_ENEMY module.  The 
GET_GUN module will be executable because there 
are no preconditions to this action. The agent will 
announce that it needs to get a gun first and will go 
about doing this.  Once this goal has been achieved 
(i.e. OWNS-GUN is true), the KILL_ENEMY mod-
ule will now be executable. It will have been accu-
mulating activation from the goal and will now be-
come active.  The agent will now seek the enemy 
and try to kill it. 

 
4   Future Work  
 
The key focus of our work is reference resolution in 
a shared dynamic environment. Our future work 
consists mostly of adding this capability to our 
existing agent. The overall approach will be to 
gradually extend the referring expressions that the 
system can deal with (i.e. indefinite noun phrases, 
definite noun phrases and pronominal references to 
non-abstract and abstract entities). At the same time 
the types of speech act that can be handled will be 
extended from commands to assertions and queries.  
The key elements of this task are the mechanisms 
for compiling the various contexts required for 
evoked entities and the mechanisms for selecting a 
single referent for each referring expression. Our 
approaches will be based on existing techniques 
where applicable with extensions to handle the par-
ticular problems presented by a mobile agent in a 
shared dynamic environment.  

We also intend to place the selection of conver-
sational behaviours onto the same footing as ‘physi-
cal’ actions. We are considering whether this re-
quires a separate activation network or would bene-
fit from integration with the existing network.   
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In addition, we wish to collaborate with other re-
searchers in order to share ideas and, possibly, im-
plementations of elements of such a system. This 
may be through the use of entirely different types of 
domain, or different videogame domains. 

 
5   Conclusions 
Placing an embodied conversational agent and a 
user in the same environment, where they are both 
mobile and can take actions, raises concerns not 
generally addressed in the research.  When agents 
are able to factor situational and environmental in-
formation about objects and events into the interpre-
tation process, more robust interpretation will be 
possible. 

Our current system can be used to explore these 
questions. The next stage in our work is a more 
complete interpretation process for the agent. This 
will lead to a more useful and believable agent. 
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Abstract 

 
As we spend increasing amounts of time interacting with technologies, we require them to enhance 
our engagement, enjoyment and fun.  Systems that display a degree of social intelligence, including 
emotional interaction, may improve usability, playability, and help to sustain our interaction. We 
need to assess users’ communicative intentions and affective states during interaction. Successful 
conversation depends not only on words, but on continual transmission of affective information via 
numerous communication channels.  Humans have a colossal tacit knowledge of this interplay, but 
fully analyzing and measuring such complex interaction is problematic and lengthy. This paper de-
scribes the development of a practical methodology to assess user behaviour and communicative in-
tent during human-computer interaction.  Interaction Analysis techniques identify discrete affective 
messages ‘affectemes’ and their components.  A pilot of this methodology is described, examining 
user interaction with standard and Wizard-of-Oz (WOZ) generated affective systems.  
 

1 Introduction 
Emotion recognition in computing (ERIC) is the 
focus of a project at Brunel University.  It explores 
the use of recognition technologies from a user's 
perspective and empirically tests assumptions about 
human behaviour which underlie their use. It aims to 
establish the extent to which people will naturally 
express themselves when they know they are inter-
acting with a device that can recognise their affec-
tive states and to identify the conditions under 
which the application of such detection can lead to 
improvements in subjective and/or objective meas-
ures of system usability. Our first experiment in-
cludes comparison of users’ communicative and 
affective behaviour in different conditions and has 
led us to review and develop methods to assess mul-
timodal interaction.   
 
1.1 Definitions 
Despite many emotion theories, models and tax-
onomies, with recent contributions from inter-
disciplinary work and new arenas such as artificial 
intelligence, agreement has not yet been reached on 
definitions of terms such as ‘emotion’ ‘mood’ etc. 
Picard (1997) suggests ‘affect’ as an all encompass-
ing term that we can use, even without complete 
agreement as to all the details of its components.  

Affect consists of complex neurophysiological 
systems that help organise and regulate other sys-
tems such as cognition, memory and problem-
solving. The affective state of an individual is criti-
cal for their functioning during work, rest and play, 
and there is growing recognition that organisations 
benefit from management of their employees’ emo-
tional labour (Bunting, 2004). 

Picard (1997) uses the term ‘emotional ex-
pressions’ to differentiate outward expressions of 
emotion from the internal emotional experiences of 
individuals and to describe what is revealed to oth-
ers by affective displays.  These ‘emotional expres-
sions’ are the focus of the proposed methodology. 

 
1.2 Complex human communication 
In real life situations human communication is com-
plex, rule based, and multi-modal. Conversation is 
not only based on spoken or written words and the 
manner in which they are produced.  Word meaning 
can be altered by context or timing or by the use of 
multimodal non verbal cues. Non verbal expressions 
can replace words in conversational interaction. As 
soon as we are exposed to emotional expressions we 
acquire assumptions and knowledge about gender, 
age, background, etc. and about affective states. We 
use our five senses as well as our background 
knowledge about the norms for individuals, envi-
ronments, time and place.  
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We send and receive an interplay of: 
• appearance (occulesics), eg. fashion, architecture; 
• movement  (kinesics) whole body, gesture, facial; 
• voice (vocalics) content, tone, pitch, rate; 
• touch and smell - (haptics and olfactics);  
• space - (proxemics) territoriality, personal space; 
• time - (chronemics) context, contagion. 

Synchronous use of these modalities may du-
plicate, add or amend information. Such ‘redun-
dancy’ increases the chance of successful communi-
cation, add emphasis to messages and richness to the 
experience. Eg. Baveles (1996) describes gestures 
used in a narrative to enhance spoken information, 
to symbolize movements and to add information 
about direction, position and force of movement.  

Following social rules such as those for polite-
ness, reciprocity and turn taking are essential to suc-
cessfully sustain communication. There are different 
rules about non verbal behaviour for narrators and 
listeners, and some variations depending on factors 
such as personality, age, sex, culture, etc. In human 
to human interaction we are soon frustrated and feel 
negative affect if our communication partners do not 
communicate effectively or fail to demonstrate ap-
propriate recognition and expression of affect.   

Reeves and Nass (1998) showed that people 
tend to treat new media like real people. As we 
spend an increasing amount of time interacting with 
technologies in all spheres of life, users may feel 
increasingly alienated by applications that fail to 
demonstrate socially intelligent affective responses. 
We may need to develop enriched communicative 
environments if we are to extend and sustain the 
time spent in human- computer interaction (HCI). 

 
1.3 Assessing emotional expressions 
There are four commonly used means to assess af-
fective interaction, each with different difficulties: 
• bio-physiological measures such as heart rate, give 

indication of arousal, but are intrusive and difficult 
to apply in the real world.  Data does not map to 
underlying emotions or emotional expressions.   

• measures can be obtained from direct probes, 
questionnaires or narrative means, but may disrupt 
the normal flow of affective interaction. 

• performance measures such as patterns of mouse 
behaviour, have been linked to individual charac-
teristics, and click-streams used to build ‘digital 
silhouettes’ of users (Scheirer, Fernandez et al 
2002, Boston.internet.com 2000).  

• observational data can yield rich real world data, 
but is prone to bias, difficult to automate, complex 
and lengthy to carry out effectively.  Coding sys-
tems analyse only specific modalities, (see review 
by the International Standards for Language Engi-
neering project (ISLE) (2002)).  Perhaps best 

known is Ekman’s (2002) Facial Action Coding 
System (FACS). Time required for training and 
analysis, makes this impractical for everyday use 
by HCI practitioners. Until automated systems are 
efficient and multimodal (and maybe to influence 
their development), we need a method using hu-
man strengths to assess interaction, that is rela-
tively quick, systematic and quantifiable. 

 
1.4 Borrowing methodologies 
Successful strategies for sequential analysis of hu-
man interaction have been developed by Bakeman 
and Gottman (1997). Rather than observing models 
and fitting observation schemes to them, they ob-
serve interactions, define mutually exhaustive and 
exclusive factors, and devise coding protocols to 
capture those factors and then build models to fit 
what is observed.  Similar strategies could be used 
to assess emotional expressions during HCI.  

The International Phonetic Alphabet (see IPA 
website, 2004) uses different levels of analysis for 
different purposes.  The IPA was developed over a 
century ago by observing sounds recognized as dis-
tinctive by native speakers of a language, (pho-
nemes) each represented by a unique symbol to 
form a phonetic alphabet.  Phonemic transcription is 
quick and adequate for many situations. The exact 
pronunciation of any phoneme will vary depending 
on individual variants, such as its position in a word 
and the influence of nearby sounds. Variations of 
phonemes are called allophones and their differ-
ences can be transcribed if necessary. More detailed 
phonological or phonetic transcription takes longer 
but gives greater depth.  

Our affective coding system uses both sequen-
tial analysis methods and levels of coding detail.  To 
help us conceptualise we borrowed from the IPA 
terminology, calling our coding units ‘affectemes’ 
and variations of them ‘allafects’, broad coding and 
transcription ‘affectemic’ and analysis in greater 
detail, as ‘affectic’ or ‘affectological’ transcription. 

2 Pilot experiment  
An experiment was designed to assess the extent 
and effects of interaction involving display of emo-
tional expressions at the interface.  The design of the 
experiment was such that in some conditions the 
system appeared to vary its response on the basis of 
recognized emotional expressions at the interface, 
for instance providing clues when the user displayed 
negative affect. We hypothesized that such interven-
tions would lead to improved task performance and 
improved satisfaction. The experiment used a Wiz-
ard of Oz method (where a hidden human observer 
controls the computer’s ‘affective’ response) while 
participants completed a simple on-screen word 
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puzzle, both described in detail elsewhere (Axelrod 
& Hone 2004.)  The experiment had a 2 � 2 be-
tween-subjects factorial design. The factors were: 
1. Acted affective (with two levels; ‘standard’ vs. 

‘system appears affective’). This refers to 
whether the system appeared to act affectively. In 
the ‘standard’ condition clues and messages ap-
peared only in response to the user clicking the 
‘help’ button. In the ‘system appears affective’ 
condition, if the participant was observed via the 
one way mirror to use emotional expressions, the 
game was controlled so that appropriate clues or 
messages appeared to them.  

2. Told affective (with two levels; ‘expect standard 
system’ vs. ‘expect affective system’). This refers 
to whether the participant expected the system to 
act affectively. In the ‘expect standard system’ 
condition participants were told they would be 
testing the usability of a word game.  In the ‘ex-
pect affective system’ condition they were told 
that they would be testing the usability of a word 
game on a prototype system, that might recognize 
or respond to some of their emotions.  
There were therefore four experimental condi-

tions in total, representing the factorial combination 
of the two factors. 60 participants were videoed for 
10 minutes each. 

 
Table 1 Participant groups – 2 X 2 factorial design 

 System appears 
to act affectively 

System appears 
to act as standard 

application 
Participants told 
to expect affec-

tive system 
Group 1 Group 2 

Participants told 
to expect stan-

dard system 
Group 3 Group 4 

 
We wanted to identify mutually exclusive and ex-
haustive emotional expressions that could be 
counted and rated for valence and intensity. Videos 
were edited so that both the user and the context of 
their screen activities could be viewed synchro-
nously. Transana qualitative analysis tool [Woods et 
al 2004] was very useful to organize video data, to 
link video to time-logged transcripts and to facilitate 
coding and reviewing of coded samples. 
 
2.1 Coding Schema 
Each 10 minute sample was reviewed in context for 
an overall feel of the user’s individual patterns. To 
reduce the coding load, time sampling was used 
with two separate representative 1 minute episodes 
extracted from each 10 minute interaction (120 sam-
ples in all.) A number of transcripts were then at-
tached to each sample.   

For the first level of analysis affectemes (dis-
tinct episodes of emotional expression) were identi-
fied and start and end points were time stamped.  
Coder’s spontaneous comments about reasons for 
selection and appraisal of these episodes was re-
corded.  Each episode was then rated for perceived 
valence and arousal, using a rating scale adapted 
from Bradley & Lang’s (1994) self assessment 
manikin.  

Table 2: Transcripts and keywords used 
Transcript Keywords- 

affectemes 
Keyword families  

examples of  
allaffects 

speech  
whisper  
affect burst groan, whistle, tut, 

sigh, inbreath, 
snort. 

extraneous 
noises 

Foot tap, finger 
tap, door bang 

1 audible 
 activity 

data entry  keyboard, mouse 
click 

shifts large shift, small 
shifts, lean back, 
postural twirl 

tension hunched shoulders 
grooming  tuck hair, shunt 

glasses, bite fin-
ger/thumb, scratch 

2 whole body 
movement 

chin dump L hand, R hand, 
both hands, mouth 
covered, fisted, 
fingers spread 

gesture nod, shake 
peer distant, close 
aspect shifts tilt, turn, L, R, up, 

down 

3 head move-
ments 

chin move tuck, thrust 
brow-raise bilateral, unilateral 

L, unilateral R 
frown slight, deep 

4 upper face 

nose wrinkle, flare 
smile PanAm, zygomatic 
mouthing 
words 

 
5 lower face 

fidgets compress, pursing, 
rinsing, jaw grind 

eye shifts flashbulb eyes, 
narrowed, closed 

screen atten-
tion shifts 

on screen, off 
screen,  scanning, 
L, R, up, down 

6 gaze and 
blinks 

blinks  
data entry Keystrokes, mouse 

clicks 
7 keyboard, 
mouse and 
on-screen 
activity 

on-screen 
activity 

Picture clue, short 
text clue 
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A coding scheme was developed to reflect the 
behaviours exhibited involving creation of tran-
scripts for various modalities and allocation of key-
words relating to affectemes, as in table 2.   

Individuals displayed a wide range of emo-
tional expressions (fig 1) and affecteme patterns 
were recognised and intuitively named.  For exam-
ple, negative affectemes included the ‘fed up chin 
dump’ where chin or cheek was dumped into a 
cupped hand during contemplation of an onscreen 
item and the ‘angry mutter’. Positive affectemes 
included the ‘satisfied nod’ and smiles of success on 
task completion.  

 

 Figure 1. Array of emotional expressions 
 
Consideration was given as to what behaviours 

triggered perception of episodes of emotional ex-
pressions.  They were perceived when: 
• there was a sudden and large change in a mo-

dality, such as a sudden movement or sound; 
• there were changes in a large number of mo-

dalities, for example sudden vocalisation with 
posture shifts, gesture and rapid blinking; 

• there were no changes for a period of time. 
 
2.2 Reliability and validity 
Preliminary results for reliability and validity of this 
method are encouraging. Six coders rated the same 
five episodes to test reliability of coding episodes 
with close agreement as to number and onset and 
offset boundaries of affectemes.  Results for coding 
scales for valence and arousal, were compared using 
Cohen's Kappa and agreement levels were found to 
range from 0.29 to 1.0, with a mode of 1.0 and a 
mean of 0.78.  Percentage agreements ranged from 
89% to 100% with a mode of 100% and a mean of 
97.24.    

Validity was assessed by retrospective walk-
throughs by participants reviewing their own videos 
and coding their own episodes of emotional expres-
sion.  This showed good agreement with independ-
ently coded data, particularly using rating scales for 
valence and arousal, for example agreeing on posi-
tive or negative. There was also some interesting 
discussion about the participants' appraisal and ter-
minology for emotional states. Words used by par-
ticipants and independent coders to describe epi-
sodes of emotional expressions usually shared va-

lence, although the word used to describe the emo-
tional state differed, for example, a participant de-
scribed an episode as 'confusion' whilst a coder de-
scribed the same episode as 'anger'. 
 

3 Results 
Preliminary results are encouraging.  We have found 
that both task performance and subjective user satis-
faction are significantly increased when the system 
appears to act affectively.  When told the system 
may recognise affect, participants were significantly 
more likely to state that they had shown emotions.  

  Full analysis of behaviours is ongoing. We 
have established that even with applications they 
believe to be completely standard, users constantly 
and consistently display emotional expressions, with 
individual variations in frequency and type. There 
are individual variances in behaviours shown, and 
some common behaviours. It seems that partici-
pants’ blink rate is significantly higher when they 
are told the system may recognise affect.  

 
4 Discussion 
With an inductive, top-down approach and use of 
human expertise, we seek to identify and address 
issues that developers of recognition systems must 
consider in order to enforce conversational in-
volvement and extend rich interaction.  Agents 
could similarly be assessed to identify the features 
that cause humans to feel dislike or discomfort. 

Recognition systems currently use microanaly-
sis of specific modalities. Micro analysis alone does 
not enable realistic analysis of conversational intent 
and such systems lack social intelligence. E.g. Ek-
man, Friesen et al (2002) instruct that for full analy-
sis using FACS codes must be reviewed in context 
of other environmental and contextual factors. 

 Macro analysis can be used as an initial analy-
sis and then be combined with microanalysis as nec-
essary.  Macro analysis involving identification of a 
set of common emotional expressions and their key 
components could lead to improved systems.  For 
example, happiness might be conveyed by a smile 
involving mouth and eyes, a breathy tone of voice 
and frequent postural shifts. We could strip away 
some modalities and then compare to full modality 
recognition rates, so for example it might only be 
necessary to identify mouth movement for ‘happi-
ness’ identification to take place.   

Alternatively for correct identification of some 
emotional expressions information might be re-
quired from more than one modality. For example, 
without contextual information a smile might be 
construed as ‘happy’ when it signals irony or with-
out postural information, fear and anger might be 
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confused if in anger there is a forward postural shift 
and in fear a withdrawal.   

Systems that rely on one modality, such as 
speech or text only, may fail to identify mixed mes-
sages, a powerful and frequently employed commu-
nication strategy, eg. irony is often conveyed by a 
mismatch between tone of voice and choice of 
words.  Systems need to recognise human inhibition. 
In context (e.g. where animation is expected) a 
blank face gives a powerful message.  In our pilot, 
periods of prolonged inaction were rated as expres-
sive episodes.  

Systems should reflect habitual communication 
patterns.  Resting expressions vary and humans 
automatically take this into account when assessing 
conversation partners, so that someone who has a 
‘smiley’ resting face will have to smile very broadly 
to show a change, while someone with a more mis-
erable expression at rest, might only need to exhibit 
a slight smile to achieve the same result.   

We strive to convey our emotions in new digi-
tal domains, such as text and email, by developing 
conventions such as ‘emoticons’. Viable affective 
recognition systems are still some way off. If we 
identify the most common emotional expressions, 
we might be able to add ‘affecticons’ to interfaces, 
allowing users to better communicate by clicking on 
the affecticon that reflects their current feelings.  
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Abstract

Head pose and gesture offer several key conversational grounding cues and are used extensively in
face-to-face interaction among people. We investigate how contextual information can improve visual
recognition of feedback gestures during interactions with embodied conversational agents. We present
a visual recognition model that integrates cues from the spoken dialogue of an embodied agent with
direct observation of a user’s head pose. In preliminary experiments using a discriminative framework,
contextual information improved the performance of head nod detection.

1 Introduction

During face-to-face conversation, people use visual
nonverbal feedback to communicate relevant infor-
mation and to synchronize rhythm between partic-
ipants. A good example of nonverbal feedback is
head nodding and its usage for visual grounding, turn-
taking and answering yes/no questions. When recog-
nizing visual feedback, people use more then their vi-
sual perception. Knowledge about the current topic
and expectations from the previous dialog are also in-
cluded with the visual perception to recognize non-
verbal cues. Our goal is to equip an embodied con-
versational agent (ECA) with the ability to use con-
textual information for performing visual feedback
recognition much in the same way people do.

In the last decade, many ECAs have been devel-
oped for face-to-face interaction. A key component
of these systems is the dialog manager, usually con-
sisting of a history (also called a memory) of the past
events and current state, and an agenda of the future
actions (see Figure 1). The dialog manager uses con-
textual information to decide which verbal or non-
verbal action the agent should perform next. This is
called context-based synthesis.

Contextual information has proven useful for aid-
ing speech recognition (Lemon et al., 2002). In these
systems, the grammar of the speech recognizer dy-
namically changes depending on the agent’s previ-
ous action or sentence. In a similar fashion, we want
to develop a context-based visual recognition module
that builds upon the contextual information available

Visual
Analysis

Audio
Analysis

Dialog
Manager

Gesture
Synthesis

Audio
Synthesis

Agenda

History

Figure 1: Simplified architecture for embodied con-
versational agent.

in the dialog manager to improve performance.
The use of dialog context for visual gesture recog-

nition has, to our knowledge, not been explored be-
fore for conversational interaction. Here we present
a model for incorporating text-based dialog cues into
head-nod recognition. We exploit discriminative clas-
sifiers in our work, but other classification schemes
could also fit into our general approach.

We have designed a visual analysis module that
can recognize head nods based on both visual and
dialog context cues. The contextual information is
based on the spoken sentences of the ECA, which are
readily available from the dialog manager. We use a
sum-based technique to detect the head nods based
on the spoken sentences and the frequency pattern
of the head motion. The experiments were based on
30 video recordings of human participants interacting
with an interactive robot.

There has been considerable previous work on ges-
tures with ECA. Bickmore and Cassell (2004) de-
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veloped an ECA that exhibited many gestural capa-
bilities to accompany its spoken conversation, and
could interpret spoken linguistic utterances from hu-
man users. Sidner et al. (2004) have experimented
with people interacting with a humanoid robot. They
found that more than half their participants natu-
rally nodded at the robot’s conversational contribu-
tions even though the robot could not interpret head
nods. Nakano et al. (2003) analyzed eye gaze and
head nods in a computer–human conversation and
found that humans monitored the lack of negative
feedback. They incorporated their results in an ECA
that updated dialogue state. Numerous other ECAs
(Traum and Rickel, 2002; Carolis et al., 2001) are ex-
ploring aspects of gestural behavior in human-ECA
interactions. Physically embodied ECAs—for exam-
ple, ARMAR II (Dillman et al., 2004, 2002) and Leo
(Breazeal et al., 2004)–have also begun to incorpo-
rate the ability to recognize human gestures and track
human counterparts.

Few of these systems have incorporated tracking
of fine motion actions, or visual gesture, and none
have included top-down dialog context in the visual
recognition process. This paper describes our system
for contextual-based visual feedback recognition.

2 Context-Based Visual Analysis

In general, our goal is to efficiently integrate dialog
context information from an embodied agent with a
visual analysis module. We define a visual analysis
module as a software component that can analyze im-
ages (or video sequences) and recognize visual feed-
back of a human participant during interaction with
an embodied agent.

Figure 1 is a general view of the architecture for
an embodied conversational agent. In this architec-
ture, the dialog manager contains two main subcom-
ponents, an agenda and a history.

The agenda keeps a list of all the possible actions
the agent and the user (i.e. human participant) can
do next. This list is updated by the dialog manager
based on its discourse model (prior knowledge) and
on the history. Some interesting contextual cues can
be estimated from the agenda:

• What will be the next spoken sentence of our
embodied agent?

• Are we expecting some specific answers from
the user?

• Is the user expected to look at some common
space?

The history keeps a log of all the previous events
that happened during the conversation. This informa-
tion can be used to learn some interesting contextual
cues:

• How did the user answer previous questions
(speech or gesture)?

• Does the user seem to understand the last expla-
nation?

Based on the history, we can build a prior model
about the type of visual feedback shown by the user.
Based on the agenda, we can predict the type of visual
feedback that will be shown by the user.

Following the definitions of Cassell and Thoris-
son (1999) for nonverbal feedback synthesis, we out-
line three categories for visual feedback analysis: (1)
content-related feedback, (2) envelope feedback, and
(3) emotional feedback. Contextual information can
be used to improve recognition in each category.

Content-related feedback is concerned with the
content of the conversation. For example, a person
uses head nods or pointing gestures to supplement
or replace a spoken sentence. For this type of feed-
back, contextual information inferred from speech
can greatly improve the performance of the visual
recognition system. For instance, to know that the
embodied agent just asked a yes/no question should
indicate to the visual analysis module a high proba-
bility of a head nod or a head shake.

Grounding visual cues that occur during conversa-
tion fall into the category of envelope feedback. Such
visual cues include eye gaze contact, head nods for
visual grounding, and manual beat gestures. Enve-
lope feedback cues accompany the dialog of a con-
versation much in the same way audio cues like pitch,
volume and tone envelope spoken words. Contextual
information can improve the recognition of envelope
visual feedback cues. For example, knowledge about
when the embodied agent pauses can help to recog-
nize visual feedback related to face-to-face ground-
ing.

Emotional feedback visual cues indicate the emo-
tional state of a person. Facial expression is an emo-
tional feedback cue used to show one of the 6 basic
emotions (Ekman, 1992) such as happiness or anger.
For this kind of feedback, contextual information can
be used to anticipate a person’s facial expression. For
example, a person smiles after receiving a compli-
ment.

We are developing a framework to integrate the
contextual information of a dialog manager with the
visual cues recognized by a computer-vision mod-
ule. To efficiently integrate contextual information,
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Figure 2: Mel, interactive robot used during our ex-
periment.

we need to have a flexible visual recognition algo-
rithm that can deal with multiple sources of infor-
mation. In this paper, we use a simple cascade of
discriminative classifiers to differentiate gestures and
to learn contextual events. We show preliminary re-
sults indicating that even relatively impoverished dia-
log cues can have a significant impact on recognition
performance. By observing the intra-sentence word-
position and whether the sentence was a question, we
can significantly improve recognition over visual ob-
servation alone.

3 Experiment
Our experiments demonstrate the use of contextual
information inferred from an agent’s spoken dialogue
to improve head-nod recognition. We tested our pro-
totype on 30 video recordings of human participants
interacting with an interactive robot, Mel, developed
at Mistubishi Electronic Research Lab (MERL) (see
Figure 2). Mel interacted with the subject by demon-
strating an invention created at MERL. Each interac-
tion lasted between 2 and 5 minutes. Mel’s conver-
sational model, based on COLLAGEN (Rich et al.,
2001), determines the next item on the agenda us-
ing a predefined set of engagement rules, originally
based on human–human interaction (Sidner et al.,
2003). The conversational model also uses a Sen-
sor Fusion Model (Sidner et al., 2004) to asses en-
gagement information about the user. This mod-
ule keeps track of verbal—speech recognition—and
nonverbal—head-pose estimation and head gesture
recognition (Morency and Darrell, 2004)—cues.

For each subject, we had a video sequence of the
complete interaction as well as the head pose and
velocity for each frame. We labeled each video se-
quence to determine exactly when the participant
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Figure 3: Recognition curves for different head nod
detection algorithms.

noded his head, when the robot spoke, and which
type of sentence was spoken by the robot (statement
or question).

We trained a first discriminative classifier, a sup-
port vector machine (SVM), with data that was a good
sampling of natural head gestures (Lee et al., 2004).
This SVM was trained using a frequency represen-
tation of the head motion over a time window of 1
second. A second SVM was trained for each frame
using input features from the spoken dialogue. In this
experiment we used two contextual features from the
ECA’s agenda: the word position inside the spoken
sentence and whether the sentence was a question or a
statement. The word position is coded between 0 and
1, where 1 represents the middle of a sentence and
0 represents an extremity of the sentence or a pause
(between sentences).

Our hypothesis was that including contextual infor-
mation inside the head-nod detector would increase
the number of recognized head nods or, equivalently,
would reduce the number of false detections. We
tested three different configurations: (1) using only
the visual-based approach, (2) using only the con-
textual information as input, and (3) using the visual
approach with the contextual information. Figure 3
shows results for each recognition algorithm when
varying the detection threshold. We show the recog-
nition results for two different techniques of combin-
ing the discriminative classifiers. For the first tech-
nique (black curve in Figure 3), we fixed the context-
based threshold to its optimal value and varied the
velocity-based threshold. For the second technique
(red curve in Figure 3), we linearly combined the out-
put of the two discriminative classifiers.
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For a fixed false positive rate of 0.1, 92% of the
head nods were detected by the combined approach
while only 78% were detected by the visual-based ap-
proach and 32% were detected by the context-based
method. These results show that we can achieve bet-
ter performance when integrating contextual informa-
tion in the visual feedback recognition algorithm.

4 Conclusion and Future Work

Our results show that contextual information can im-
prove visual feedback recognition for interactions
with embodied conversational agents. We presented
a visual recognition model that integrates knowledge
from the spoken dialogue of an embodied agent. By
using simple contextual features like word position-
ing and question/statement differentiation, we were
able to improve the performance of our head nod de-
tector from 78% to 92% recognition rate. As future
work, we would like to experiment with a richer set
of contextual cues and apply our model to different
type of visual feedback.
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Abstract 

 
This paper describes a medium, called Interactive e-Hon, for helping children to understand con-
tents from the Web. It works by transforming electronic contents into an easily understandable “sto-
rybook world.” In this world, easy-to-understand contents are generated automatically by creating 
3D animations that include contents and metaphors, and by using a child-parent model with dia-
logue expression and a question-answering style comprehensible to children.  
 

1   Introduction 
We are awash in information flowing from the 

World Wide Web, newspapers, and other sources, 
yet the information is often hard to understand; lay-
people, the elderly, and children find much of what 
is available incomprehensible. Thus far, most chil-
dren have missed opportunities to use such informa-
tion, because it has been prepared by adults for 
adults. The volume of information specifically in-
tended for children is extremely limited, and it is 
still primarily adults who experience the globalizing 
effects of the Web and other networks. The barriers 
for children include difficult expressions, prerequi-
site background knowledge, and so on.   

Our goal is to remove these barriers and build 
bridges to facilitate children’s understanding and 
curiosity. When parents explain difficult ideas to 
their children, they choose words and concepts that 
their children know.  Computers could potentially 
be applied as communication aids in this process to 
support children’s understanding and help parents to 
explain . Therefore, in our research, we are presently 
considering the applicability of such systems for 
facilitating understanding in children. 

This paper describes a medium, called Interac-
tive e-Hon, for helping children to understand diffi-
cult contents. It works by transforming electronic 
contents into an easily understandable “storybook 
world.” Interactive e-Hon uses animations to help 
children understand contents. Visual data attract a 
child’s interest, and the use of concrete examples 

like metaphors facilitates understanding, because 
each person learns according to his or her own 
unique mental model [1][2], formed according to 
one’s background. For example, if a user poses a 
question about something, a system that answers 
with a concrete example in accordance with the 
user’s specialization would be very helpful. For us-
ers who are children, an appropriate domain might 
be a storybook world. Our long-term goal is to help 
broaden children’s intellectual curiosity [3] by 
expanding their knowledge.  

Attempts to transform natural language (NL) 
into animation began in the 1970s with SHRDLU 
[4], which represented a building-block world and 
showed animations of adding or removing blocks. In 
the 1980s and 1990s, HOMER [5], Put-that-there [6], 
AnimNL [7], and other applications appeared. In 
these applications, users operated human agents or 
other animated entities derived from NL understand-
ing. Recent research has examined the natural be-
haviour of life-like agents in interactions between 
users and agents. This area includes research on the 
gestures of an agent [8], interactive drama [9], and 
the emotions of an agent [10]. The main theme in 
this line of inquiry is the question of how to make 
these agents close to a human level in terms of dia-
logicality, believability, and reliability. 

In contrast, our research aims to make contents 
easier for users to understand, regardless of agent 
humanity. Little or no attention has been paid to 
such media translation from contents with the goal 
of improving users’ understanding. 
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2   Interactive e-Hon. 
Figure 1 shows the system framework for Interac-

tive e-Hon. Interactive e-Hon transforms the NL of 
electronic contents into a storybook world that can 
answer questions and explain of the answers in a 
dialogue-based style, with animations and meta-
phors for concepts. Thus, in this storybook world, 
easy-to-understand contents are created by para-
phrasing the original contents with a colloquial style, 
by creating animations that include contents and 
metaphors, and by using a child-parent model with 
dialogue expression and a question-answering style 
comprehensible to children.  
 
 
 
 
 
 
 
 
 
 

 
 

 
 
Fig. 1. Interactive e-Hon: This system transforms 

the natural language of electronic contents into a 
storybook world by using animation and dialogue 
expression. 
 

Interactive e-Hon is a kind of word translation 
medium that provides expression through the use of 
3D animation and dialogue explanation in order to 
help children to understand Web contents or other 
electronic resources, e.g., news, novels, essays, and 
so on. In the system’s NL processing, each subject 
or object is transformed into a character, and each 
predicate is transformed into the behavior of a char-
acter. For a given content, an animation plays in 
synchronization with a dialogue explanation, which 
is spoken by a voice synthesizer. 

This processing is based on text information 
containing semantic tags that follow the Global 
Document Annotation (GDA) 1  tagging standard, 
along with other, additional semantic tags. Tags 
with several semantic meanings for every mor-
pheme, such as “length,” “weight,” “organization,” 
and so forth, are used. To provide normal answers, 

                                                 
1 http://i-content.org/GDA 
Internet authors can annotate their electronic docu-
ments with a common, standard tag set, allowing 
machines to automatically recognize the semantic 
and pragmatic structures of the documents. 

the system searches for tags according to the mean-
ing of a question. To provide both generalized and 
concretized answers, after searching the tags and 
obtaining one normal answer, the system then gen-
eralizes or concretizes the answer by using ontolo-
gies. Recently, the Semantic Web [11] and its asso-
ciated activities have adopted tagged documentation. 
Tagging is also expected be applied in the next gen-
eration of Web documentation. 

In the following sub-sections, we describe the key 
aspects of Interactive e-Hon: the information pres-
entation model, the transformation of electronic 
contents into dialogue expressions, the transforma-
tion of electronic contents into animations, and the 
expression of conceptual metaphors by animations. 
2.1   Content presentation model 

Our system presents agents that mediate a user’s 
understanding through intelligent information pres-
entation. In the proposed model, a parent agent 
(mother or father) and a child agent have a conver-
sation while watching a “movie” about the contents, 
and the user (or users in the case of a child and par-
ent together) watches the agents. In this model, the 
child agent represents the child user, and the parent 
agent represents his or her parent (mother or father). 
For this purpose, the agents take the form of moving 
shadows of the parent and child. There are agents 
for both the user or users (avatars) and others 
(guides and actors), and the avatars are agentive, 
dialogical, and familiar [12]. Thus, we designed the 
system for child users to feel affinities with ages, 
helping them to deepen their understanding of con-
tents. 

According to the classification scheme of Thomas 
Rist [13], a conversational setting for users and 
agents involves more cooperative interaction. This 
classification includes various style of conversation, 
e.g., non-interactive presentation, hyper-
presentation/dialogue, presentation teams, and 
multi-party, multi-threaded conversation. With its 
agents for the users and for others, and with its proc-
ess of media transformation from contents (e.g., 
question-answering, dialogue, and animation), Inter-
active e-Hon corresponds to a multi-party, multi-
threaded conversation. In addition, it has a close 
relationship with the contents being explained. 
2.2 Transformation from contents into 
dialogue expressions 

To transform contents into dialogues and anima-
tions, the system first generates a list of subjects, 
objects, predicates, and modifiers from the text in-
formation of a content. It also attempts to shorten 
and divide long and complicated sentences.  

Then, by collecting these words and connecting 
them in a friendly, colloquial style, conversational 
sentences are generated. In addition, the system 
reduces the level of repetition for the conversational 
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reduces the level of repetition for the conversational 
partner by changing phrases according to a thesau-
rus. It prepares explanations through abstraction and 
concretization based on ontologies, meaning that it 
adds explanations of background knowledge. For 
example, in the case of abstraction, “Antananarivo 
in Madagascar” can be changed into “the city of 
Antananarivo in the nation of Madagascar,” which 
uses the ontologies, “Antananarivo is a city,” and 
“Madagascar is a nation.” Similarly, in the case of 
concretization, “woodwind” can be changed into 
“woodwind; for example, a clarinet, saxophone, or 
flute.” These transformations make it easier for 
children to understand concepts. 

In the case of abstraction, the semantic tag “per-
son” adds the expression, “person whose name is”; 
“location” adds “the area of” or “the nation of”; and 
“organization” adds “the organization of”. In the 
case of concretization, if a target concept includes 
lower-level concepts, the system employs explana-
tions of these concepts. 
2.3 Transformation of contents into an-
imations 

Interactive e-Hon transforms contents into anima-
tions by using the word list described in the previous 
sub-section. In an animation, a subject is treated as a 
character, and a predicate is treated as the action. An 
object is also treated as a character, and an associ-
ated predicate is treated as a passive action. One 
animation and one dialogue are generated for each 
list, and these are then played at the same time. 

Many characters and actions have been recorded 
in our database. A character or action involves a 
one-to-many relationship. Various character names 
are linked to each character. Various action names 
are linked to each action, because often several dif-
ferent names indicate the same action. Actions can 
be shared among characters in order to prepare a 
commoditized framework of characters. 

If there is a word correspondence between the 
name of a character and a subject or object in the 
list, the character is selected. If there is no word 
correspondence, in the case of the semantic tag 
“person,“ the system selects a general person char-
acter according to an ontology of characters. When 
there is no semantic tag of “person,” the system se-
lects a general object, also according to an ontology 
of characters. 
2.4   Searching and transformation of 
metaphors into animations  

If a user does not know the meaning of a term like 
“president,” it would be helpful to present a dia-
logue explaining that “a president is similar to a 
king in the sense of being the person who governs a 
nation,” together with an animation of a king in a 
small window, as illustrated in Fig. 2. People 

achieve understanding of unfamiliar concepts by 
transforming the concepts according to their own 
mental models [1][2]. The above example follows 
this process.  

The dialogue explanation depends on the results of 
searching world-view databases.  These databases 
describe the real world, storybooks (with which 
children are readily familiar), insects, flowers, stars, 
and so on. The world used depends on a user’s curi-
osity, as determined from the user’s input in the 
main menu. For example, “a company president 
controls a company” appears in the common world-
view database, while “a king reigns over a country” 
appears in the world-view database for storybooks, 
which is the target database for the present research. 
The explanation of “a company president” is 
searched for in the storybook world-view database 
by utilizing synonyms from a thesaurus. Then, the 
system searches for “king” and obtains the explana-
tion, “A company president, who governs a com-
pany, is similar to a king, who governs a nation.”  If 
the user asks the meaning of “company president,” 
the system shows an animation of a king in a small 
window while a parent agent, voiced by the voice 
synthesizer, explains the meaning by expressing the 
results of the search process.  

In terms of search priorities, the system uses the 
following order: (1) complete correspondence of an 
object and a predicate; (2) correspondence of an 
object and a predicate, including synonyms; (3) cor-
respondence of a predicate; and (4) correspondence 
of a predicate, including synonyms. 

Commonsense computing [14] is an area of related 
research on describing world-views by using NL 
processing. In that research, world-views are trans-
formed into networks with well-defined data, like 
semantic networks. A special feature of our research 
is that we directly apply NL with semantic tags by 
using ontologies and a thesaurus. 

 
3  Application to Web contents 

Web contents can easily be created by anybody 
and made available to the public. These contents 
differ from publications, which are written by pro-
fessional writers and edited by professional editors, 
in that they are not always correct or easy to under-
stand. Because these contents may include errors 
and unknown words (like neologisms, slang words, 
and locutions), they tend to be ill-defined. In this 
section, we thus discuss practical problems and so-
lutions in transforming Web contents into a story-
book world. 

For example, we might try to transform the actual 
content, “the origin of the teddy bear’s name,” from 
a Web source into an animation and a dialogue (Fig. 
2). 
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3.1   Transformation of Web contents 
into dialogues 

As described above, the system first generates a 
list of subjects, objects, predicates, and modifiers 
from a content’s text information; it then divides the 
sentences in the text. For example, it might generate 
the following lists from the long sentences shown 
below: 
 
(Original Sentence 1) 
“It is said that a confectioner, who read the newspa-
per, made a stuffed bear, found the nickname 
“Teddy,” and named it a “Teddy bear.” 
(List 1) MS: modifier of subject; S: subject; MO: 
modifier of object; O: object; MP: modifier of 
predicate; P: predicate. 

- S: confectioner, MS: who read the newspaper, P: 
make, O: stuffed bear;  
- S: confectioner, P: find, O: nickname “Teddy,” 
MO: his;  
- S: confectioner, P: name, MP: “Teddy bear”; 
- S: it, P: said. 
 
(Original Sentence 2) 
“But, the president refused to shoot the little bear 
and helped it.” 
(List 2) 
- S: president, P: shoot, O: little bear; 
- S: president, P: refuse, O: to shoot the little bear;  
- S: president, P: help, O: little bear. 
 

The system then generates dialogue lines one by 
one, putting them in the order (in Japanese) of a 
modifier of the subject, the subject, a modifier of an 

Theodore (Teddy) Roosevelt, the 26th President of the United States, is 
the person responsible for giving the teddy bear its name

President
1

Question
Another term

2

4
3

Recommendation

ってなに？（れい）For example?
Theodore (Teddy) Roosevelt, the 26th President of the United States, is 

the person responsible for giving the teddy bear its name
President

1
Question
Another term

2

4
3

Recommendation

ってなに？（れい）For example?1
Question
Another term

2

4
3

Recommendation

ってなに？（れい）For example?

Fig. 2.  A sample view from Interactive e-Hon. (adapted from the 
original Japanese version) 

In this case, e-Hon is explaining the concept of a “president” by showing an animation of 
a king. The mother and child agents talk about the contents. The original text information 
can be seen in the text area above the animation. The user can ask questions to the text 
area directly. 
The following is a dialogue explanation for this example: 
“This is the teddy bear’s story. Do you know what a teddy bear is?” 
“No, what is it?” 
“It’s a stuffed toy bear. This is the story of why it is called a teddy bear.” 
“Tell me the story.” 
“Well, it comes from a president of the United States, a country.” 
“What is a president?” (Here, an animation using the retrieved metaphor is played.) 

“A president is similar to a king as a person who governs a country.” 
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object, the object, a modifier of the predicate, and 
the predicate, according to the line units in the list. 
To provide the characteristics of storytelling, the 
system uses past tense and speaks differently de-
pending on whether the parent agent is a mother or a 
father. 

Sometimes the original content uses reverse con-
junction, as with “but” or “however” in the follow-
ing example: “but…. what do you think happens 
after that?”; “I can’t guess. Tell me the story.” In 
such cases, the parent and child agents speak by 
using questions and answers to spice up the dia-
logue. Also, at the ending of every scene, the system 
repeats the same meaning with different words by 
using synonyms. 
3.2  Transformation of Web contents 
into animations 

In generating an animation, the system combines 
separate animations of a subject as a character, an 
object as a passive character, and a predicate as an 
action, according to the line units in the list. 

For example, in the case of Original Sentence 2 
above, first,  

- president (character)  shoot (action) 
- little bear (character; passive) is shot (action; 

passive) 
are selected. After that,  
- president (character)  refuse (action) 
is selected. Finally,  
- president (character)  help (action) 
- little bear (character; passive) is helped (action; 

passive) 
are selected. 
This articulation of animation is used only for 

verbs with clear actions. For example, the be-verb 
and certain common expressions, such as “come 
from” and “said to be” in English, cannot be ex-
pressed. Because there are so many expressions like 
these, the system does not register verbs for such 
expressions as potential candidates for animations. 

3.3 Handling errors and unknown words 

One problem that Interactive e-Hon must handle is 
dealing with errors and unknown words from Web 
contents, such as neologisms, slang words, locutions, 
and new manners of speaking. The text area in the 
system shows original sentences. Erroneous words 
and unknown words are thus shown there, but they 
are exempt from concept explanation by metaphor 
expression. 

In generating dialogue expressions using such 
words, the resulting dialogues and animations may 
be strange because of misunderstood modification. 
In the case of a subject or predicate error, an anima-
tion cannot be generated. In the Interactive e-Hon 

system, if an animation is not generated, the previ-
ous animation continues to loop, so errors may pre-
vent the animation from changing to match the ex-
pressions in a dialogue. If both the animation and 
the dialogue work strangely, the text area helps the 
user to guess the original meaning and the reason for 
the problem. In addition, new or unknown words 
can be registered in the NL dictionary, the animation 
library, and the ontologies. 

In fact, our example of “the origin of the teddy 
bear’s name” from the Web may exhibit some errors 
in Japanese, such as the equivalent of “Teodore 
Roosevelt” or “Othedore Roosevelt”. In such cases, 
since the original text is shown in the text area, and 
most of the variant words corresponding to “Roose-
velt” are related to “the president,” this was not a 
big problem. 
 

4   Experiment using subjects 
We conducted an experiment using real subjects to 

examine whether Interactive e-Hon’s method of 
expression through dialogue and animation was 
helpful for users. We again used the example of “the 
origin of the teddy bear’s name.” Three types of 
contents were presented to users and evaluated by 
them: the original content read by a voice synthe-
sizer (content 1), a dialogue generated by Interactive 
e-Hon and read by the voice synthesizer (content 2), 
and a dialogue and animation generated by Interac-
tive e-Hon and read by the voice synthesizer (con-
tent 3). We still had open problems, namely, the 
questions of (1) what sort of media could humans 
understand easily at the very beginning, and (2) 
what kinds of cases led them to change their evalua-
tions. The subjects were Miss T and Miss S, both in 
their 20s; child K, five years old; and child Y, three 
years old. 

Both women understood content 2 as a dialogue 
but found content 1 easier to understand because of 
its compaction. They also found content 3 easier to 
understand than content 2 because of its animation. 
Miss T, however, liked content 1 the best, while 
Miss S favored content 3. As T commented, “Con-
tent 1 is the easiest to understand, though content 3 
is the most impressive.” In contrast, S commented, 
“Content 3 is impressive even if I don’t hear it in 
earnest. Content 1 is familiar to me like TV or ra-
dio.” She also noted, “The animations are impres-
sive. I think the dialogues are friendly and may be 
easy for children to understand.” 

Child K (five years old) said that he did not under-
stand content 1. He felt at first that he understood 
content 2 a little bit, but he could not express it in 
his own words. He found content 3, however, en-
tirely different from the others, because he felt that 
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he understood it, including the difficult word ko-
bamu in Japanese, which means “refuse.” Child Y 
(three years old) showed no recognition of contents 
1 and 2, but he seemed to understand content 3 very 
well, as he was able to give his thoughts on the con-
tent by asking (about President Roosevelt), “Is he 
kind?” 

In this experiment, we observed that there was a 
difference in the results between adults and children, 
despite the limited number and age range of the sub-
jects. At first, we thought that all users would find it 
easiest to understand content 3 and would like it and 
be attracted by it. In fact, the results were different. 
We clearly observed that adults, who understood the 
original contents, and children, who did not, had 
different reactions. 

We assume that contents that are within a user’s 
background knowledge are easier to understand 
through regular reading, as in the case of the adults 
in this experiment. In contrast, for contents outside a 
user’s background knowledge, animation is ex-
pected to be very helpful for understanding, as in the 
case of the children. Further experiments may show 
that for a given user, difficult contents outside the 
user’s background knowledge can be understood 
through animation, regardless of the user’s age. 

 
5   Evaluation 

Interactive e-Hon’s method of expression through 
dialogue and animation is based on NL processing 
of Web contents. For dialogue expression, the sys-
tem generates a plausible, colloquial style that is 
easy to understand, by shortening a long sentence 
and extracting a subject, objects, a predicate, and 
modifiers from it. For animation expression, the 
system generates a helpful animation by connecting 
individual animations selected for the subject, ob-
jects, and predicate. The result is expression through 
dialogue with animation that can support a child 
user’s understanding, as demonstrated by the above 
experiment using real subjects. 

In the process of registering character data and 
corresponding words, or an action and its corre-
sponding words, which are one-to-many correspon-
dences, certain groups of words that are like new 
synonyms are generated via the 3D contents. These 
groups of synonyms are different from NL syno-
nyms, and new relationships between words can be 
observed. This can be considered for a potential 
application as a more practical thesaurus based on 
3D contents, as opposed to an NL thesaurus. 

Reference terms (e.g., “it,” “that,” “this,” etc.) and 
verbal omission of a subject, which are open prob-
lems in NL processing (NLP), still remain as prob-
lems in our system. As a tentative solution, we 
manually embedded word references in the GDA 

tags. A fully automatic process knowing which 
words to reference will depend upon further pro-
gress in NLP. 

As for the process of transforming dialogues, In-
teractive e-Hon generates all explanations of loca-
tions, people, and other concepts by using ontolo-
gies, but granular unification of the ontologies and 
user adaptations should be considered from the per-
spective of determining the best solution for a given 
user’s understanding. 

 
6 Conclusion 

We have introduced Interactive-e-Hon, a system 
designed for facilitating children’s understanding of 
electronic contents by transforming them into a “sto-
rybook world.”  We have conducted media trans-
formation of actual Web contents and demonstrated 
the effectiveness of this approach via an experiment 
using real subjects. We have thus shown that Inter-
active e-Hon can generate satisfactory explanations 
of concepts by applying both animations and dia-
logues that can be readily understood by children. 

Interactive e-Hon could be widely applied as an 
aid to support the understanding of difficult contents 
or concepts by various kinds of people with differ-
ent levels of background knowledge, such as the 
elderly, people from different regions or cultures, or 
laypeople in a difficult field. 

As future works, we will consider expanding the 
databases of animations and words and applying 
Interactive e-Hon to several other kinds of contents. 
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Abstract 

 
The purpose of this paper is to support a sustainable conversation. From a view point of sustainabil-
ity, it is important to manage huge conversation content such as transcripts, handouts, and slides.  
Our proposed system, called Sustainable Knowledge Globe (SKG), supports people to manage con-
versation content by using geographical arrangement, topological connection, contextual relation, 
and a zooming interface. By using SKG, a user can construct his content in the virtual landscape, 
and then explore the landscape along a conversational context. This paper describes the approaches 
to realize the concept above, and discusses the effectiveness of SKG based on experiments. 
 

1   Introduction 
A sustainable conversation is indispensable for pil-
ing our knowledge upon knowledge. In a conversa-
tion, sustainability means production of conversa-
tion resources for the next conversation. Consider a 
regular meeting for example. People generally write 
a transcript (or notes) of a meeting to build up a 
store of knowledge. They cannot continue to discuss 
constructively without transcripts of past meetings. 
There are many other examples of conversation re-
sources such as a proceedings of an annual confer-
ence, notes of educational dialogue, a slide (OHP or 
PowerPoint), a handout, and so on. 

The purpose of this paper is to support a sustain-
able conversation. From a view point of sustainabil-
ity, a sustainable conversation is content-oriented. In 
such a conversation, the speaker explores in a lot of 
past content according to current context, and then 
pile new idea upon them. However, he cannot man-
age the past content when it grows too large. It is 
difficult for the speaker to follow the context in 
huge content because it lacks a good overview. To 
solve the problem above, we proposes a method for 
exploring wide topics along the variable context in 
huge contents. Our essential idea is to manage con-
versation content in a virtual landscape.  The spatial 
world is generally a good container of a lot of ob-
jects. People can look over objects if they are ar-
ranged spatially. People can grasp a location of an 
object by using a lot of spatial clues such as left and 

right, high and low, near and far, and so on. There-
fore the virtual landscape is expected to be effective 
for exploring huge content intuitively. 

We have developed a system for supporting con-
tent-oriented conversation, called Sustainable 
Knowledge Globe (SKG). By using SKG, a user can 
construct his content in a virtual landscape, and can 
also explore the landscape along a conversational 
context. The appearance of the landscape is a global 
surface like a terrestrial globe that is familiar for us. 
SKG enables a user to organize the conversation 
content on a global surface by using geographical 
arrangement, topological connection, and contextual 
relation. SKG also enable a user to look over huge 
content by using a zooming interface.  

 
2   Previous works 
 
There are many presentation tools for constructing 
conversation content. Microsoft PowerPoint man-
ages sequential slides. A web browser manages 
linked documents. They are good tool for a presen-
tation that is prepared in advance, however a con-
versation tends to spread widely from the supposed 
context. 

Workscape (Ballay, 1994),  Web Forager 
(Card, Robertson, and York, 1996), and Data Moun-
tain (Robertson, Czerwinski, Larson, Robbins, and 
Dantzich, 1998) are the 3-dimensional file manage-
ment systems using spatial clues, however they are 
not suitable to support a conversation because they 
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cannot manage a sequential content. A sequential 
content is important for a presenter to follow the 
story. And besides, they can manage at most 100 
content. It is too little content for people to have a 
conversation in multiple contexts. 
 
3   Sustainable Knowledge Globe 
 
We have developed Sustainable Knowledge Globe 
(SKG) that is a system for supporting content-
oriented conversation. Figure 1 is a screenshot of 
SKG. The shape of SKG’s virtual landscape is simi-
lar to a terrestrial globe. Each content item is repre-
sented as a content card, and laid on the global sur-
face. Here a user can explore and construct his con-
tent on any place of the surface by rotating and 
zooming the globe.  

The virtual landscape consists of content cards, 
their geographical arrangement, their topological 
connection, and their contextual relation (Figure 2). 
The geographical arrangement of the cards enables a 
user to grasp locations of the cards by using spatial 
clues. The topological connection between the cards 
shows a narrative structure of a conversation. A tree 
structure represents a category of the cards. In Fig-
ure 2, A1, A2 and A3 is the children of the card A, 
and A4 represents a subcategory of the card A. A 
story structure is the other topological structure that 
shows a story line of the cards. The sequence from 
A1 to C2 is a story. The tree structure is clear for the 
user to explain hierarchical content, and the story 
structure is helpful to follow the story line of the 
presentation. 

The contextual relation gives notice of the con-
text of a conversation to a user. Geographically 
neighbour cards loosely relate with each other. Such 
neighbourhood are helpful for a productive digres-
sion. 

 
Moreover, SKG provides a zooming interface to 

visualize huge content. It is indispensable to store 
the conversation content accumulatively. 

The followings subsections describe how SKG 
supports a content-oriented conversation in detail. 
 
3.1   Content card 

 
A piece of content is called a “content card”. A con-
tent card consists of three parts: an embedded file, a 
title of a card, and an annotation of a card. Figure 3 
is a description of a content card. The <card> ele-
ment represents a unit of a content card. The <card> 
element contains three child element: <title>, <url>, 
and <annotation>. The <title> element contains a 
title text of a card, the <url> element contains an 
URL of an embedded file (e.g. a document, an im-
age, a movie clip or a slide and so on), and the <an-
notation> element contains an annotation text of a 
card. On the global surface, the content card stands 
upright with a thumbnail image (Figure 4).  

Figure 2: Model of the virtual landscape 

Figure 1: Screen shot of SKG 
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B
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A41
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The content card is an extended form of a 

knowledge card (Kubota, 2002). A knowledge card 
allows only a picture file, besides a content card 
allows a document file to make it more expressive. 
The simplest method for creating a new content card 
is dragging and dropping a file from the desktop. 
The user can also create cards using a built-in card 
editor and exchange his cards with other users via 
the network server system. 
 
3.2   Geographical arrangement 
 
The content space of SKG is a sand-colored sphere 
with latitude and longitude lines, the landmarks for 
the north and south poles, and the equator. This is a 
virtual globe like a terrestrial globe, but not same as 
the earth. On this virtual globe, the user can move 
his content anywhere by using the mouse. 

The followings are why SKG uses such a virtual 
globe for content management. The first argument is 
about the dimension of the space, and the second is 
about the shape of the land surface. 

 
3.2.1      Dimension of the space 
 
For managing files on generic PC systems, the 2-
dimensional desktop metaphor is used. However, 
human depth perception doesn’t effectively work in 

2-dimensional representation. Consequently, there 
are many studies of 3-dimensional virtual space for 
managing files. They can be classified into two 
groups by using the land or not. Workscape (Ballay, 
1994), Web Forager (Card, Robertson, and York, 
1996), and Data Mountain (Robertson, Czerwinski, 
Larson, Robbins, and Dantzich, 1998) locate files on 
the virtual land. The land is a good point of refer-
ence for a user to grasp the geographical location of 
files, while it restricts available space onto the land. 
Cone Trees (Robertson, Mackinlay, and Card, 1991) 
freely locate files in a virtual space, while there is no 
foothold. It is suitable to manage abstract connec-
tions such as a hierarchical structure of files. From 
the consideration above, SKG uses 3-dimensional 
virtual space with the land because we focused on 
geographical arrangement of content. 
 
3.2.2 Shape of  the land surface 

here could be many kinds of topologies of the land 

es a sphere like a terrestrial 
glo

3.3   Topological connection 

 addition to the geographical arrangement, the 

.3.1 Tree structure 

 tree structure is a standard way of representing 

rent and a child is 
repr

rtual globe be-
cau

yed when 
the 

 
T
surface: a finite plane, an infinite plane, 2-
dimensional torus, a sphere, and so on. In our proto-
type system (Hur, 2004) that uses a finite plane, it 
seems to be difficult for a user to expand the content 
on the edges of the plane. An infinite plane doesn’t 
have this problem, however it is difficult for people 
to grasp infinite space. 2-dimensional torus also 
doesn’t have edges, however such topology may be 
unfamiliar for people. 

Therefore, SKG us
be that is familiar for us to explore by using lati-

tude and longitude.  
 

 
In
topological connection is also needed to organize 
the content. SKG enables a user to connect any 
cards by using a tree structure and a story structure.  
 
3
 
A
categories. By categorizing content cards, the user 
can easily retrieve a set of cards. 

The relationship between a pa
esented by an arc. A parent card is supported by 

a rod to attract attention (Figure 5).  
SKG allows plural trees on a vi
se the arrangement is limited if it allows only 

one tree. An independent card that doesn’t belong to 
a tree is also allowed by the same reason. 

The region (circle) of a tree is displa
user modifies a tree structure.  The user can eas-

ily connect a child card with a parent card by drag-
ging and dropping a child on the parent card or its 
region. The disconnecting operation is the inverse. 

Figure 4: The closest view of a card 

<?xml version="1.0" encoding="UTF-8"?> 
<card version="1.0"> 
<title>Overview of EgoChatIII</title> 
<url> files\5_2.jpg</url> 
<annotation> 
We have developed EgoChatIII. EgoChatIII  is a 
system for  a virtual conversation between humans 
and agents.  This slide shows overview of 
EgoChatIII. 
</annotation> 

Figure 3: Description of a content card 
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The tree manipulations such as connecting, discon-
necting, moving, deleting, and so on operate recur-
sively.  

 
Moreover, the user can scale down a lot size of a 

tree

3.3.  Story structure 

 sequential content is important for a user to fol-

ory. It shows a 
sto

ructure by using 
rig

etween a tree 
and

 

he non-linear 
zooming (Fu , and Pirolli,

f information to fo-
ses the linear zoom-

 
us
th
bo  
ti  
tr  
ori

i  

pr  that is the 
parent of all t of vision.  

3.4    Zooming interface 
 
A zooming graphical interface (Bederson and Hol-
lan, 1994) is effective to manage huge content on a 
finite screen size. It enables a user to look over the 
whole content by changing a scale, or to observe 
specific content by changing focus. Zooming inter-
faces can be classified into liner and non-linear 
zooming in general. The linear zooming (Bederson 
and Hollan, 1994) magnifies and shrinks whole the 
information 

 to store huge content cards on one global 
sphere. By scaling down, the distance between a 
parent and a child shortens and the size of a card 
gets smaller. 

 
2

 
A
low a story. In SKG, a story structure is a directional 
list that shows a story line between content cards. 
The relationship between a previous card and a next 
card is represented by a directional arc that can be 
across trees. The story is so orderly and cross-
boundary that the user can easily have a conversa-
tion about cross-contextual content. 

Figure 6 is an example of the st
ry from the card (1) (named “Process 1-1”) to the 

card (6). The user can easily go back and forth in the 
story by clicking arrow buttons.  

The user can modify a story st
ht click menu. He can also import content as a 

story by sorting in last modified date.  
The colours of arcs are different b
 a story. Drawing arcs of trees and stories can be 

switched ON and OFF not to confuse a user. 

like a multi-scale map. T
rnas, 1986; Lamping, Rao  

1995) distorts an arrangement o
us specific information. SKG uc

ing interface to manage content because it aims to 
make a good use of geographical information that 
should not be distorted. Figure 7 shows a zoom out 
view where the panorama of the content cards can 
be seen. 

 
In SKG, the linear zooming is implemented by

ing fractal approach (Koike and Yoshihara, 1993) 
at is an algorithm to zoom a tree structure. It keeps 
th users' cognitive load and system's response

me to be constant by keeping number of visible
ee nodes to be nearly constant at any scale. The
ginal algorithm assumes that there is one tree in 

the target space, whereas there are many trees and 
ndependent nodes in the user’s field of vision

(namely ‘3D view volume’) in SKG. To solve this 
oblem, we assume one virtual root node

rees and nodes in the field 
The degree of details of the displayed content

card is calculated by the fractal approach. The con-
tent card has five levels of details: a high detailed 
thumbnail, a middle detailed thumbnail, a low de-
tailed thumbnail, non thumbnail, and a filled circle.  
The more cards are displayed, the less their details 
appear. The ancestor cards are displayed with more 
detail, while the descendant cards are displayed with 
less detail. The child cards under the minimum 
threshold are displayed as only a filled circle that 
shows the region of a tree. 

Figure 5: Tree structure 

Figure 6: Story structure 

Figure 7: Zoom out view 
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3.5   Contextual relation 
 
To

st view where the card 
en the user clicks a 

ontent card, a virtual sphere rotates and zooms 

 

through 
o experiments in practical conversational situa-

ported 
han

 tree by date. The 
perator also manipulated the globe according to 

ti  they wanted to focus the 

                                                

3.6   Exploring the landscape 
 
Just after starting SKG, the user defined home posi-
tion is shown, and then a user can explore the land-
scape by using a wheel mouse. The sphere has three 
degrees of freedom (latitudinal direction, longitudi-
nal direction, and Z-axis direction) because a stan-
dard mouse device seems to be not suitable to oper-
ate a sphere with many degrees of freedom. 

A user also changes the view angles of a sphere. 
A normal view is an oblique view that has a depth, 
while a bird’s eye view is an overhead view that has 
less occlusion problems. 
 
4

 support a conversation in a rich context, SKG 
provides a method for managing contexts of the 
content card. Every content card has contexts that 
represent the background information of the card. 
The user can record the contexts and jump to one of 
them in anytime. A context consists of a latitude 
value, a longitude value, and a zooming value that 
decide the user’s field of vision. The default context 
is the tree view  where all descendant cards are in 
the field of vision. If the card has no child, the 
default context is the close
fills the screen (Figure 4). Wh
c
automatically to focus the card and show the default 
context of the card. The default context can be 
changed by the user.  

Figure 8 and Figure 9 are examples of the con-
text. In both figures, the same card (named “Con-
cept”) is focused, but contexts are different. Figure 8 
is a tree view that emphasizes the children of the 
card, while Figure 9 is a wider view that emphasizes 
the story of the card by showing directional arcs 
back and forth. 

 Experiments 
 
We have evaluated effectiveness of SKG 
tw
tions: the one is in a group situation and the other is 
in a personal situation. 

We have recorded the proceedings of a meeting 
of ESL1 working group by using SKG. The partici-
pants discussed a study of an intelligent room. The 
virtual landscape of SKG was projected on a large 
screen during the meetings. One operator im

Figure 9: Example of the context (wide view)

Figure 8: Example of the context (tree view)

douts, wrote the speeches down, and located on 
the surface of the globe. The speeches in the same 
topic were grouped into one or two cards, and the 
cards are almost grouped into a
o
par cipants’ demands that
specific content.  

The meetings are held 10 times from August to 
November in 2004. The total time length of the 
meetings is 20 hours. The average number of par-
ticipants is six. As a result of the experiment, we 
have acquired 151 content that include 12 trees and 
3 stories. We had an interview with the participants 
about the effectiveness of SKG and got positive 
comments as bellows:  

 
・ I can overview the whole information in the 

meetings.  
・ The landscape is useful for me to look again the 

past proceedings. 
 

We also got a comment that it is difficult for the 
speaker to operate SKG by a mouse device. The 
use

 

r should not be engaged with mouse operations 
in conversational situations because it disturbs 
communication using natural gestures. We are now 
developing a novel immersive browser that can im-
prove the operativity of SKG by using physical in-

 
1 http://esl.sfc.keio.ac.jp/esl_e.html 
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terfaces like a motion capturing system in a sur-
rounding information space. 

e have also experimented on SKG in personal 

own  to manage their conversation con-

mov of them are leisure photos, 
ookmarks and memos. The average number of con-

tent

 the topics and some-
tim

re thought out by Subject 
II. 

ese are all of his journeys. 
Th

o,  
Taka re 

es can be captured by envi-
h as video cameras, trackers 

W
situations. Three subjects have constructed their 

 landscapes
tents. The contents are mainly research slides and 

ies, and the rest 
b

 cards is 4,000. They have used their landscape 
instead of using other presentation systems to talk 
about their research and some other topics in several 
workshops and meetings. 

The presentations using SKG have suggested us 
that SKG makes it easier to refer to old other pres-
entations because the recent content and huge past 
contents are on the same landscape. The subjects 
often showed a panorama of

es went out of his way to the neighbour cards. 
Here, SKG seems to support an unexpected talk and 
a productive digression. 

Various narrative structures are formed on their 
landscapes. Figure 10 shows the examples of how 
they arranged their cards.  Arrangement (a) is a 
square arrangement that was thought out by Subject 
I, who said that the square is so regular that he can 
easily explore his catalogue of CDs and shoes. Ar-
rangement (b) and (c) we

Arrangement (b) is a star arrangement where a 
parent card is centered and its children spread on all 
sides. Subject II said that this is suitable for repre-
senting parent-child relationships of the content. 
Arrangement (c) is a distorted map where photos are 
located on a cognitively distorted map of subject II. 
Photos in England and Italy are located near the 
Japanese cities because th

e arrangement of the story is also characteristic. 
Figure 11 shows the examples of the story arrange-
ment. The story in arrangement (A) by subject II 
flows horizontally from back left to front right, 
while the story in arrangement (B) by subject III 
flows vertically from left front to back right. In the 
both arrangements, the card queues are turned at the 
ends of the semantic section 1 and 2. When a user 
watches the story from the front, (A) emphasizes the 
flow of the story from left to right, while (B) em-
phasizes the beginning of the semantic section of the 
story. Arrangement (C) by subject III and (D) by 
subject I are smooth arrangements without turn. (C) 
is a compact spiral that saves space. (D) is a clock-
wise arrangement that shows the flow of time by 
using clock metaphor.  

It seems that SKG enables subjects to externalize 
narrative structures in their minds voluntarily. They 
are subjective rather than objective; they reflect a 
kind of cognitive map rather than ontological map. 
Arranging the content landscape on SKG likes an 
arrangement of the room that brings us customized 
environment for managing huge objects. 

 
 

5    Discussion 
 
We are now studying automatic content creation 
from conversations to reduce a load of manually 
creating content cards (Kubota, Takahashi, Saitoh, 
Kawaguchi, Nomura, Sumi and Nishida, 2005). Our 
essential idea is conversation quantization that is a 
technique of approximating a continuous flow of 
conversation by a series of objects called conversa-
tion quanta each of which represents a point of the 
discourse. There is a good perspective that conver-
sation quanta can be extracted from the real world 
conversation by expanding the ubiquitous sensor 
room system (Sumi, Mase, Mueller, Iwasawa, It

hashi, Kumagai and Y. Otaka, 2004), whe
conversational activiti

nment sensors (sucro
and microphones ubiquitously set up around the 
room), wearable sensors (such as video cameras, 
trackers, microphones, and physiological sensors) 
and LED tags.  

Our another perspective is integrating SKG with 
IPOC (Immersive Public Opinion Channel) (Na-

Figure 11: Examples of the story arrangement
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Figure 10: Examples of the card arrangement

(a) Squares (b) Star

(c) Distorted map

Hokkaido

Tokyo

Kyoto

Kanazawa

Wakayama

Osaka

Italy

England

85



kano, Okamoto and Nishida, 2004; Nakano, Mura-
yama and Nishida, 2004). So far we have developed 
the global view of content, but the immersive view 
is insufficient. The immersive view is expected to 
entrain participants to the subject by embodied fash-
ion and improve operations in landscape by using 
physical interface. IPOC allows for expanding con-
tent landscape in a photo realistic immersive envi-
ronment. Users can interact with conversational 
agents in a story-space, which is a panoramic picture 
background and stories are embedded in the back-
ground. 
 
6    Conclusion 
 

In this paper, we proposed Sustainable Knowl-
edge Globe that is a system for supporting content-
oriented conversation by using geographical ar-
rangement, topological connection, contextual rela-
tion, and a zooming interface. We evaluated effec-
tiveness of SKG through two experiments in practi-
cal conversational situations. As a result, we got 
good suggestions that users can easily access his old 
content and construct their content on SKG accord-
ing to a narrative structure in their minds. 
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Abstract 

 
As computer technologies have been advanced recently, people tend to feel stressed against poor or 
unsatisfactory interaction with computers. In order to solve such a situation we propose the human-
computer interaction design theory of ‘User involvement’, which is expected to give guidelines for 
constructing a natural interaction environment for humans and computers. Specifically, we show the 
effectiveness of our theory in building a support system for immersive CG contents.  

 
 

1   Introduction 
Nowadays as computer technologies have been 

advanced rapidly, we often encounter the scene 
where people feel stressed against poor or unsatis-
factory interaction with computers. For instance, in 
operating a word processor or in communicating 
with interactive QA system, the users are frequently 
annoyed with a cumbersome agent or irrelevant re-
sponses from the system. On the other hand, inter-
esting TV programs and computer games do not 
lose their popularity from their watchers and players. 
What makes the difference?  

Our answer is that it is because many of com-
puter-mediated interactive contents leave the cogni-
tive involvement of their users out of consideration 
that such problems occur. We do not want to insist 
that the users should participate in designing com-
puter programs. Instead, the designers and the engi-
neers should make out the cognitive activity of the 
users who use computers feeling reality in the vir-
tual world before their eyes or in human-to-
computer interaction in which they are engaged. On 
these occasions the users are deeply into another 

world or willingly keep communicating with virtual 
agents or robots. In other words, they are involved in 
the human-to-computer interaction environment. 

We thus call such a cognitive activity or state of 
computer users ‘User involvement’ (Okamoto et al., 
2004). Considering the user involvement helps to 
make an affective and favourable design of human-
to-computer interaction environment.  

In this paper, we first propose the idea of user 
involvement in brief. Specifically, we place much 
emphasis on the relations of reality and empathy 
based on cognitive linguistics research. And then a 
cognitive model for movie contents is shown based 
on observations on TV programs in Section 2. 
Lastly, as an example of the systems with enhanced 
user involvement, our ongoing work on a supporting 
system for the immersive CG contents creation is 
described. It is built to support a user who wants to 
create CG contents with little effort.  
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2 User Involvement in Human-
Computer Interaction 

The connotations of ‘human-computer interaction’ 
range from an explicit communication with a con-
versational agent or an intelligent robot to implicit 
interactions in playing computer games or watching 
CG contents. When a user consciously communi-
cates with a robot, it can be said that he is engaged 
in that communication in the sense of Sidner et al. 
(2003). Thus the engagement might be applied to 
explicit human-computer communication.  

In this paper we use ‘(User) involvement’ in-
stead so that it should include the situation where a 
user is involuntarily involved in a human-computer 
interaction or a virtual world. Our research focuses 
on finding out how the user involvement can be 
established and enhanced through a good design of 
human-computer interaction environment.  
 
2.1   Requirements of user involvement 
Our definition of the ‘User involvement’ and the 
main requirements to establish it are as follows: 
 
User involvement. The cognitive way humans will-
ingly engage in, or are forced to be involved in a 
virtual world which computers display, in a human-
to-robot communication, or in a computer-mediated 
community. 
 
Requirements. 

1. Cognitive/Communicative/Social reality should 
be achieved. 

2. Two (or more) cognitive spaces should be 
linked, and the user should cognitively move in 
and out those spaces. 

 
In this approach the ‘reality’ is classified into the 
following three dimensions: 
 

 Cognitive reality. The way of seeing objects, 
events and their relations in the real/virtual 
world as real. 

 Communicative reality. The sense of reality that 
is achieved through communication with oth-
ers. 

 Social reality. The collective and intersubjective 
sense of reality based on sharing thoughts or 
opinions with one another.  

 
In this research we mainly focus on establishing 
cognitive reality and communicative reality because 
social reality is considered to concern computer-
mediated communities or online communities on the 
Internet. 
 

2.2   Astigmatic model of user involve-
ment 
Since the user involvement is strongly related to our 
sense of reality and is common to both verbal and 
nonverbal communications, linguistics researches 
help to comprehend how it works. In particular re-
cent cognitive linguistics suggest many important 
characteristics of human cognition in conceptualiz-
ing the world.  

Langacker (1993) points out the reference-point 
ability, which enables us to conceptualize an entity 
at a distance using a mental path from a more acces-
sible entity as a reference point. Applying this con-
cept to the user involvement, it can be said that peo-
ple conceptualize an unfamiliar entity in another 
world utilizing a more accessible one as a reference 
point that stands on both our world and the other.  

At the time both of the worlds (i.e. cognitive 
spaces) need to be linked or overlapped with the 
reference point. That is not limited to the relation 
between a real space and a virtual space. At the very 
start of our life, we are living in two spaces, that is, 
thinking in the inner space and acting in the outer 
world using our body as a reference point.  

 

R AEU U

OR OV

User’s
inner space Real space Virtual space

 
 

Figure 1: Astigmatic model 
 

Figure 1 shows an example of how the computer 
user conceptualizes each object in different cogni-
tive spaces using each reference point, especially in 
a virtual agent system. We call this model as the 
astigmatic model of user involvement, because 
multi-spaces are overlapped and linked there.  

A computer user (U) accesses an object in a vir-
tual space (Ov) via some reference point (R) that is 
easily accessible for the user and, at the same time, 
is a constituent of the virtual space. For instance the 
correspondent movements of a mouse and its pointer 
function as a reference point in that it connects our 
real world and a virtual world in the computer moni-
tor. Then the user feels the interactions with the 
computer as real. In other words, the cognitive real-
ity for a virtual world is established.  

Similarly, in our everyday lives, EU (ego of user) 
conceptualizes OR (object in real space) using U (i.e. 
his self/body) as a reference point. In fact we are not 
living in a single world but in two worlds at least: 
our inner world (i.e. our mind) and the outer world 
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(i.e. the real world). That is the way our cognitive 
reality for the real world is established.  
 
2.3   Empathy Channel 
What becomes a reference point that links our real 
world and a virtual world on a computer display? 
We insist that one of the dominant candidates is an 
empathized ego in the virtual space. As seen in 
many computer games, a variety of virtual egos of 
the users exist in monitor, such as a fighter in fight-
ing games and a user’s car in driving simulation 
games. The users can play and step into the game 
through empathizing with such egos.  

On the other hand, we often empathize with pro-
tagonists or persons in novels or movies, and virtu-
ally experience their lives. Such empathy is 
achieved by common characteristics between a 
reader and a character in the story: gender, ethnicity, 
emotions and experiences in similar situations.   

As the empathy connects two cognitive spaces in 
these occasions and enables the user (or reader) to 
step into another world, we call it ‘Empathy Chan-
nel’. The user can acquire and utilize another cogni-
tive viewpoint through the Empathy Channel. Then 
the user can interact or communicate in the virtual 
world with a sense of reality. Part of our main goal 
is to design a good Empathy Channel in human-
computer communication environment.  

In next section we propose the several methods 
of enhancing user involvement for movie contents, 
and analyze TV programs to show how the effective 
transition of camera shots in them are based on the 
user involvement to reduce cognitive burden for 
their audience.  

 
3 Enhancing User Involvement in 

Movie Contents 
In order to enhance the user involvement, human-
computer interaction environment should be de-
signed to make the users step into the environment 
with little effort. Specifically, there should be two 
kinds of artful devices, that is, establishing a chan-
nel to the environment and reducing user’s cognitive 
burden. Thus, it is necessary for making attractive 
movie-like contents to establish an Empathy Chan-
nel in the virtual world and realize smooth shot tran-
sition.  

In this section we make the following two 
design suggestions: (1) virtual settings using Empa-
thy Channels for cognitive reality (2) shot transition 
based on Cognitive Overlapping and Empathy 
Channel for communicative reality. Furthermore, we 
analyze popular TV programs and verify the effects 
of our suggestions.  
 

3.1   Virtual settings with Empathy 
Channel 
As for a conversational agent system, the static as-
pect is how the virtual world with agents should be 
arranged. We suggest that the virtual settings using 
Empathy Channel is one of the effective arrange-
ments. 

Nowadays many conversational agent systems 
are seen as desktop character or web application. 
Microsoft Agent1 and Ananova2 are its typical ex-
amples. However, since they work as user’s partner, 
the user will not regard them as his alter ego. As a 
result, those agents frequently convey the impres-
sion that they are just annoyances or unnoticed 
strangers. There are many reasons for the conse-
quence, but the most important one is that those 
agents were designed to communicate solely with 
the users. As observed in human communication, 
one has to communicate with others via verbal and 
nonverbal channels. But, natural verbal communica-
tion is difficult for conversational agents even if 
they are ‘conversational’ because a highly intelli-
gent system is required. On the other hand, it is 
well-known that one of the nonverbal devices to be 
established for natural communication is eye con-
tact. However, it is also known that a current agent 
in a computer display cannot achieve eye contact 
with its user facing the display. Eventually, the 
computer users tend to feel those agents as “fake” 
partners to communicate with.  

We thus make a suggestion that a conversa-
tional agent should be an empathized ego instead of 
his partner in two ways. One is to use two or more 
agents that communicate with each other in the vir-
tual world and to make one agent function as empa-
thized ego of the user. Then the user will empathize 
with the agent, and will enter the virtual world 
through it (i.e. Empathy Channel).  

The other idea is to use the back image of 
agent as Empathy Channel (Okamoto et al., 2004). 
Miyazaki (1993) experimented the empathetic ef-
fects of a back image for reading a story. According 
to the experiment, the picture book featuring the 
back images of its protagonist make its readers in-
volved in the story more than in the same story with 
pictures drawn from the observer view. In brief, the 
back images helped the readers to experience the 
virtual world as if it were their own. 

To sum up, the virtual settings in conversa-
tional agent system should be arranged to set Empa-
thy Channels for cognitive reality by applying 
agent-to-agent communication and back images of 
the empathized agent.  

                                                 
1 http://www.microsoft.com/msagent/ 
2 http://www.ananova.com/video/ 
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3.2   Shot transition with Cognitive Over-
lapping 
 
In movie contents there are two aspects to be con-
sidered for enhancing the user involvement, that is, 
a static aspect and a dynamic one. Regarding the 
dynamic aspect of enhancing the user involvement, 
when making movie-like CG contents that has story-
telling progression, smooth shot transition should be 
realized so as to reduce cognitive burden for the 
audience.  

As many linguistic researches suggest, our 
discourse and storytelling are based on the consis-
tent flow of new and old information. For example, 
the following story clearly indicates such informa-
tion structure: 
 

Once upon a time there was a king that wanted 
a new castle. The king hired the best castle 
builder in the land to build the castle. Prior to 
starting to build the castle, the king got an ar-
chitect to construct the plans for the castle and 
the plans were drawn up quickly3…  
 

In cognitive linguistics the information structure is 
considered to be motivated by our cognitive ability 
of figure-ground perception. In the above example, 
the underlined parts are figure while the bold parts 
become ground (Cf. Talmy, 1978; Langacker, 
1987).  

Nevertheless, not all discourses and stories fol-
low such explicit information flow, but it is certain 
that the figure-ground alteration would reduce the 
cognitive burden in reading or listening to a story. 
We believe that the same structure can be applied to 
movie contents4. See Figure 2 below.  
 

object
C

object
A

object
B

shot p

object
D

shot q

shot x  
Figure 2: Cognitive Overlapping 

 
In this figure a square corresponds to a camera 
frame. When shot p featuring two objects is just 
followed by shot q featuring other different two ob-
jects, the audience is forced to relate the adjacent 
two shots in his mind, which will be a high cogni-
tive task for him because one movie consists of so 

                                                 
3 
http://www.umsl.edu/~sauter/analysis/fables/fall2002/king_castle
.html 
4 Many researchers in film studies have pointed out that language 
and movie have a lot in common. See Monaco (1977). 

many shots that keep changing continuously. In this 
case, if shot x, containing an object already appeared 
in shot p, is inserted between shot p and q, then the 
cognitive burden for the audience will be reduced. It 
is because the object commonly captured in shot p 
and x changes its cognitive status from figure to 
ground through the shot transition and becomes a 
reference point for the audience to conceptualize the 
following shot.  

It is assumed that such overlapping is not limited 
to the visual images of objects. Since movie con-
tents consist of images and sounds, auditory over-
lapping will also work in enhancing user involve-
ment. For instances, movies or TV dramas some-
times contains the scenes where the shots are chang-
ing continuously but narration or actor’s voice keeps 
unchanged during the shot transition.  

The overlapping based on figure-ground altera-
tion helps to achieve cognitive reality, so we call it 
‘Cognitive Overlapping’. The types of shot transi-
tion with Cognitive Overlapping are illustrated in 
Figure 3.  

 

A BA

ABA

BA B C

focusing-out

focusing-in

scanning  
 

Figure 3: Shot transition with Cognitive Overlap-
ping 

 
Although there are a variety of camerawork tech-
niques such as zoom, tilt, pan, and reverse angle, we 
classified the shot transition with Cognitive Over-
lapping into these three types of camerawork. Our 
classification reflects the semantic relations of shot 
transition based on captured objects in each shot.  

 
3.3   Shot transition with Empathy 
Channel 
However, we have to admit that non-overlapping 
transition exists especially from a person shot to an 
object shot. It seems to contravene our hypothesis, 
but that is not so.  

In such a shot transition type, a person in the 
previous shot occasionally gives a pointing gesture, 
gaze, or verbal reference toward the object which 
lies out of the frame but is recognizable or accessi-
ble for him. His attention behaviour leads the audi-
ence to make mental contact to the hidden object 
through the attention as a reference point. As a re-
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sult, the audience gets ready to accept the next shot 
featuring the object alone (see Figure 4).  

 
 

empathy

viewer

person target

attention
shot n+1

viewer

person target

shot n

 
 

Figure 4: Shot transition with Empathy Channel 
 

In other words, through pointing gesture, gaze or 
verbal reference by a person in the camera frame, 
the audience can empathize with him and can effort-
lessly relate the following shot to the previous one. 
Such a communicative cue for attention functions as 
the Empathy Channel for communicative reality.  

For establishing a natural human-communication 
environment, Empathy Channels for both cognitive 
and communicative reality need to be considered. 
We thus suggested the virtual settings using Empa-
thy Channels for cognitive reality and the shot tran-
sition based on Cognitive Overlapping and Empathy 
Channel for communicative reality, but our ideas 
still remain speculative.  
 
3.4   Analysis of the shot transition in TV 
program  
In order to verify the speculation for shot transition, 
we observed and analyzed certain popular TV pro-
grams. This section shows the analyzed data, the 
analysis, the result and some discussions. 

3.4.1   Data 

The TV program we analyzed is a 30-minute one 
providing the information about popular items in a 
certain shop through the conversation between a TV 
host as guide and a shop owner or clerk as ex-
plainer. The whole data we used is three programs 
of 90 minutes.  

We divided all the shots in the programs into 
the following seven types of shots according to what 
was captured in each shot in view of Cognitive 
Overlapping (see also Figure 5): 
 

Type 1: The shot featuring the guide 
Type 2: The shot featuring the explainer 
Type 3: The shot featuring objects to be ex-
plained 
Type 4: The shot featuring the guide and the ex-

plainer 

Type 5: The shot featuring the guide and the ob-
jects 

Type 6: The shot featuring the explainer and the 
objects 

Type 7: The shot featuring the guide, the ex-
plainer and the objects 

 

 
Type 1                    Type 3                   Type 4 

 
Figure 5: Some examples of shot type 

 
3.4.2   Analysis and results 

These programs consist of 485 shots, 78 shots of 
which is counted in Type 1, 56 shots in Type 2, 117 
shots in Type 3, 57 shots in Type 4, 56 shots in 
Type 5, 54 shots in Type 6, and the other 67 shots in 
Type 7. As the programs we analyzed were for the 
information about shops and their items, the most 
frequent shot type was Type 3, which features an 
object to be introduced to the viewing audience. 
Each of the transition rates from one shot to another 
is shown in Table 1 (Note: the transition between 
the same shot types is excluded). 
 

Table 1: The shot transition rate (%) 
 

To
From    

Type
1 

Type
2 

Type
3 

Type
4 

Type
5 

Type
6 

Type
7 

Type
1  14.1 

(12.8)
17.9 

(12.8) 30.8 19.2 9.0 
(3.8) 9.0 

Type
2 

17.9 
(16.1)  16.1 

(8.9) 30.4 1.8 
(1.8) 16.1 17.9 

Type
3 

17.1 7.7  10.3 24.8 22.2 17.9 

Type
4 26.3 40.4 14.0 

(8.8)  1.8 7.0 10.5 

Type
5 33.9 7.1 

(7.1) 42.9 0.0  0.0 16.1 

Type
6 

3.7 
(1.9) 16.7 55.6 1.9 1.9  20.4 

Type
7 6.0 4.5  58.2 6.0  13.4  11.9  

 
In this table, a bold figure means the rate of 

overlapping transition. The rest represents non-
overlapping shot transition. Moreover, each figure 
in a bracket means the non-overlapping transition 
occurred with pointing gesture or gaze toward the 
target in the following shot.   
 
3.4.3   Discussion 

This result shows that overlapping shot transition is 
frequently used in TV programs since the transition 
occupies 77.9% of the whole transition. It also sug-
gests that it is effective for establishing cognitive 
reality to use Cognitive Overlapping. Specifically, 
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as illustrated in Figure 3, the focusing-out shot tran-
sition is used to introduce new information to the 
audience, while the focusing-in to focus the object 
or the person to pay attention to for the audience.  

Although the overlapping transition occupies 
most part of the whole transition, the rest should be 
explained in view of the user involvement. We 
found that 61.6% of the non-overlapping transition 
is the transition from person shots to object/person 
shots, that is, the shot transition in which Empathy 
Channel can be established.  

Actually, 72.7% of those transitions include at-
tention behaviours, such as pointing gesture or gaze 
by the person toward the object(s) in the next shot. 
Therefore, it can be said that communicative reality 
via Empathy Channel also enhanced the user in-
volvement. Furthermore, the total rate of the shot 
transition using either Cognitive Overlapping or 
Empathy Channel covers as much as 87.8% of the 
whole.  

We summarize the result as the shot transition 
model in Figure 6. The threshold is fixed at 10%, 
those transition rates under which are not shown in 
this model. As seen in Figure 6, there remain a few 
transitions that would be possible and expected from 
our theory, but are practically in very low rate or 
never happen. We assume it might depend on the 
content or the information flow of the data we used, 
but more detailed examination is needed.  

In next section, we describe our ongoing work 
for supporting immersive CG contents creation 
based on the observations here and the virtual set-
tings with Empathy Channel described in Section 
3.1.   

4 Supporting immersive CG con-
tents creation  

In creating CG contents, only skillful artists and 
creators have so far been able to produce affective 
and immersive contents with high user involvement. 
Based on the user involvement theory and the analy-
sis of TV program described in the previous sec-
tions, this section proposes a system that enables the 
user to create immersive CG contents with little 
effort. 
 
4.1   Previous methods 
Virtual Director (Manos et al., 2000) and TVML 
(Hayashi et al., 1997) are some examples that focus 
on creating CG contents based on scripting lan-
guages. In this approach, all particular events, char-
acters’ gestures and also camerawork need to be 
described in the scripting language beforehand. 
Thus, creating CG contents using this approach re-
quires sophisticated skill and is quite difficult for 
amateurs.  

In addition, the systems described in Ariyasu et 
al. (1999) and Douke et al. (2000) try to help the 
user create CG contents by automatically generating 
agent arrangement inside a CG set and camerawork. 
The cost of creating CG contents in such systems 
can be reduced by using templates, which are de-
rived from the observation of those TV programs 
that provide information to audience. According to 
these works, the templates play as tacit rules to en-
hance the comprehension that the audiences have for 
each TV program. 

Threshold = 10%

Figure: %

17.9 (16.1)
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Figure 6: The shot transition model 
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Instead of defining templates, in this study, we 
use the shot transition network proposed in Section 
3 as rules for selecting camerawork. This is because 
the shot transition network can generate more vari-
ous patterns of camerawork derived from a real TV 
program than template-based approach. Moreover, 
our method has an advantage over the previous ones 
in generating character agents playing on the back-
ground photos taken by non-professional users. 

 
4.2   Virtual environment setting 
The system we propose is designed for novice users 
to easily produce movie-like CG contents with en-
hanced user involvement. Thus, the virtual world 
setting is simplified and optimized for a specific 
task, that is, to introduce and explain about interest-
ing objects or monuments to audience by conversa-
tion between agents.  

The virtual setting of the system is supposed 
to construct an agent-to-agent communication envi-
ronment based on Empathy Channel for cognitive 
reality as illustrated in Figure 7. 
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Figure 7: Virtual environment setting 
 

The basic photos that the system uses are one Me-
dium Shot, which features an object to be explained, 
and two BackGround photos, each of which be-
comes a background picture for an agent who stands 
in front of it.   

Additionally, two conversational agents 
communicate with each other surrounded by the 
three pictures. One agent is the guide agent, who is 
expected to function as empathized ego of the user, 
and the other is the explainer.  

For a user to use this system, he needs to 
prepare at least three photos beforehand, which 
should satisfy the virtual settings above. Specifi-
cally, the photo preparation templates (Figure 8) are 
available in order to adjust a photo to each template. 
For instance, a user has to shoot or select a picture 
which is suitable as background for the placement of 
two agents to be natural using BG1 template. Simi-
larly, when selecting a photo for MS, the user need 
to adjust an explanatory object into the dashed 
square in MS template.  

 

BackGround 1
(BG1)

BackGround 2
(BG2)

Medium-Shot
(MS)  

 
Figure 8: Photo preparation templates 

 
In order to enhance the user involvement, the back 
image of the guide agent is also used as shown in 
BG1 template, which generates an over-the-shoulder 
shot. Then the back image of the guide agent func-
tions as Empathy Channel.   
 
4.3   System architecture  
 
The outline of the system is shown in Figure 9. The 
system consists of four main modules: the Content 
Editor, the Shot Generation Module, the Gesture 
Generation Module, and the Camerawork Genera-
tion Module.  Using the Content Editor, users select 
a scene type, three basic photos for BG1, BG2 and 
MS for the explanatory scene, and speech for ani-
mated agents.  

Scene type and three photos are sent to the 
Shot Generation Module, where the photos, the 
agents and camerawork are properly arranged in the 
virtual environment. The utterances to be spoken by 
the agents are sent to the Gesture Generation Mod-
ule, where agent gestures are selected and scheduled 
according to the utterances and the scene setting in 
the virtual environment. Then, in the Camerawork 
Generation Module, camerawork is specified for 
each shot based on the shot transition network con-
structed from the shot transition model in Section 3. 
The final output of the system is a set of action 
command executable by the Haptek player5 . The 
details of each process are described in the follow-
ing subsections. 

 
 

Gesture Generation Module

Editor
input Gesture

Suggestion
output

Gesture DB

Gesture
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Figure 9: System architecture 

                                                 
5  http://www.haptek.com/ 
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4.4   Content editor 
The users as contents creator specify utterances and 
photos using the Contents Editor shown in Figure 
10. 
 

D
B

C

A

 
 

Figure 10: Contents editor interface 
 

The photos and agent utterances are stored as mate-
rials constructing a scene. Content editing consists 
of the following four steps.  

First, scene information is specified in (A) in 
Figure 10. Scene information consists of scene type 
and placement type. The scene type is either a walk 
scene or an explanation scene, though our system 
deals only an explanation scene for the moment.  

On the other hand, placement type is either 
Type R or Type L according to the viewpoint of the 
guide agent. When the object to be explained (i.e. 
focused object) is on the right side of the guide 
agent, the placement type is Type R. When the fo-
cused object is supposed to be on the left side of the 
guide agent, the placement type is Type L.  

In picture selection (B), the user selects pic-
tures for the scene. A few photos are selected for a 
walk scene, and three photos are selected for an ex-
planation scene. BackGround photos (BG1, BG2) 
are the pictures in which a focused object is not 
shown. In a medium shot photo (MS), a focused 
object is shown in a medium distance. There need 
another photo as UpShot photo (US), which is a 
zoomed-up picture of a focused object. Therefore, 
the user can prepare the US separately or might trim 
the US from the MS, though the US will be of low 
resolution in that case. 

When the system receives the materials, the pho-
tos are sent to the Shot Generation Module where all 
the possible shots are produced from the pictures 
with character agents. Then the user needs to mark a 
focused area on the selected MS, which is shown in 
a preview window (C). Note that a focused object 
for an explanation scene should not be placed near 
the edges of the MS photo as described in 4.1.  

Utterance information is specified in utterance 
window (D). First, utterances to be spoken by con-
versational agents need to be typed in the window. 
In editing an explanation scene, a speaker tag, which 
specifies who is the speaker of the utterance, needs 

to be added to at the beginning of the utterance. A 
speaker tag “G” is added to the utterances of the 
guide agent.  “E” is added to those of the explainer 
agent. In addition, “T” tag is added to an utterance 
which refers to the focused object in it. If the utter-
ance does not refer to the focused object, “F” tag is 
assigned.  
 
4.5   Shot generation module 
In the Shot Generation Module, all the types of shot 
types defined in Section 3 are generated using set-
ting information in a virtual world and three pictures 
chosen in the Editor.  

Figure 11 shows a virtual environment set-
ting of Type R for an explanation scene. The guide 
agent (G) and the explainer agent (E) are placed 
nearly face-to-face. An imaginary line joining the 
two agents is defined, which properly constrains 
possible camerawork, and both agents direct 15 de-
grees away from the imaginary line towards the me-
dium shot. Shot type 1, 2, and 4-7 are produced by 
camera 1, 2, and 4-7 respectively. Shot type 3 is 
produced as a zoom-up shot by camera 7.  
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Figure 11: Camerawork generation 

In addition, the photos to use for Type 5 and Type 6 
are trimmed from the MS as shown in Figure 12. 
 

 

Medium-Shot (MS) Type 7 Type 5

Type6  
Figure 12: Shot generation from Medium Shot 
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4.6   Gesture generation 
Gesture Generation mechanism consists of two con-
secutive processes: (1) gesture suggestion in which 
candidates of gestures are proposed, and (2) gesture 
selection in which appropriate gesture shapes (e.g., 
direction of pointing gestures) and gaze direction are 
determined according to the scene arrangement.   
 
4.6.1   Gesture suggestion 
 
We employ the CAST system (Nakano et al., 2004) 
as an agent behaviour suggestion mechanism, which 
outputs the suggestion to the Gesture Selection 
Module.  CAST consists of four main modules: (1) 
the Agent Behaviour Selection Module (ABS), (2) 
the Language Tagging Module (LTM), (3) a Text-
to-Speech engine (TTS), and (4) a character anima-
tion system. When CAST receives a text input, it 
sends the text to the ABS. The ABS selects appro-
priate gestures and facial expressions according to 
linguistic information calculated by the LTM, which 
uses functions of a Japanese syntactic parser (Kuro-
hashi 1994). Then, the ABS obtains timing informa-
tion by accessing the TTS, and it calculates a time 
schedule for the set of agent actions. The output 
from the ABS is a set of animation instructions that 
can be interpreted and executed by an animation 
system. In the proposed system, the timing calcula-
tion module is separated from the CAST and used 
after the gesture selection process.  
 
4.6.2   Gesture Selection 
 
The gesture commands are stored in Gesture Data-
base and are called by the Gesture Selection Mod-
ule. When the Gesture Selection Module receives 
suggestions from the Gesture Suggestion Module, it 
selects appropriate gesture shapes according to a 
scene setting in the virtual world. At the same time, 
the Gesture Selection Module receives gaze direc-
tion suggestions from Camerawork Generation 
Module based on the agent placement in the virtual 
environment setting.  
 
4.7   Camerawork generation 
The Camerawork Generation Module produces 
camerawork for a scene. To produce Cognitive 
Overlapping and Empathy Channel in CG contents, 
camerawork for an explanation scene is determined 
based on the shot transition network shown in Fig-
ure 13. Camerawork generation consists of the fol-
lowing three steps.  
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Figure 13: Shot transition network 
 

(1) Determining shot candidates 
 

Shot candidates for each utterance are selected ac-
cording to who is the next speaker and whether the 
utterance refers to the focused object or not. Rules 
for determining shot candidates are shown in Table 
2 below.   

For example, in the Contents Editor, if the 
speaker tag “G” (guide agent) and reference tag “T” 
(referring to a focused object) are assigned to a 
given utterance, shot type 1, 3, 5, and 7 are selected 
as shot candidates.  

In addition, Camerawork Generation module 
also manages the time schedule from the Gesture 
Suggestion Module. For instance, shot is not 
changed when the duration of an utterance is less 
than one second. This is because too much shot 
change makes the contents less comprehensible and 
increases cognitive burden of the audience. In such a 
case, a shot type which can be a common candidate 
for both of the two consecutive utterances is chosen. 
For example, when utterance A has tag “G” and “F” 
and utterance B has tag “E” and F”, the shot type 4 
is continuously used during these two utterances. On 
the contrary, when the utterance duration is longer 
than five seconds, a shot is changed not to get the 
user bored.  

Table 2: Shot selection rules 

Next speaker Referring to 
focused object Shot type 

Guide F 1, 4 
Guide T 1, 3, 5, 7 

Explainer F 2, 4 
Explainer T 1, 3, 6, 7 

 
(2) Generating shot transition  
 

From the shot type candidates chosen in step (1), 
this step generates an appropriate shot transition 
according to the shot transition network. As major 
transitions of the network produce Cognitive Over-
lapping, this step generates Cognitive Overlapping 
camerawork in most of the cases.  
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(3) Generating eye-gaze 
 

When a transition without Cognitive Overlapping 
effect is selected, a gaze needs to be generated to 
produce the shot transition with Empathy Channel, 
the other device for implementing the User In-
volvement theory. In this case, a gaze is generated 
according to the shot transition network and a scene 
setting given by the user.  
 
5 Conclusion and Future Work 
We have so far described our idea on the ‘User in-
volvement’ as the design theory for establishing 
natural human-computer interaction environment, 
and showed our ongoing work on constructing a 
support system for the immersive CG contents crea-
tion, which supports a user who wants to create CG 
contents with little effort. Since our system has not 
been fully constructed yet, it still remains unclear 
what will become obstacles to enhancing the user 
involvement. However, as long as the system design 
is based on the framework of the User involvement 
theory, our system will surely affect and entertain its 
user. We believe that the virtual settings with Empa-
thy Channel and the shot transition with Cognitive 
Overlapping and Empathy Channel made the hu-
man-computer interaction environment more attrac-
tive for the audience of our system. 

As our future work, we firstly try to keep con-
structing our supporting system and then will make 
a psychological experiment to prove the effect of 
enhanced user involvement. The experimental re-
sults will be shown soon.  

Furthermore, since the User involvement theory 
still remains a design theory that gives a speculative 
sketch for natural human-computer interaction envi-
ronment, it is desirable and expected to brush up the 
theory into that of evaluation.  
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Abstract

This paper introduces a novel multimedia system for instructing or guiding works. The system ob-
serves a user by image and speech recognition, and gives related information or appropriate advices
by utilizing pre-recorded video archives. The distinctive feature of our media is that the system quietly
observes a user and interrupts the user only when he/she really needs a help, for example, in a situation
that the user is at a standstill or asks a question. Otherwise, the system only presents related informa-
tion that may be useful to the user, and it does not require any responses from the user. In this paper, a
method for recognizing a user’s status and a method for matching it to the contents in video archives
are mainly described.

1 Introduction

Teaching a work has various aspects and needs vari-
ous ways for it. An ideal way is an experienced hu-
man instructor: he/she tells or demonstrates how to
do something, gives an advice, answers a question,
just carefully watches what a student does or wants
to do, or interferes if a student is about to make an
irrevocable mistake. On the contrary, when we con-
sider teaching or guiding a work by a conventional
multimedia system, the system cannot adjust its be-
haviors to a student’s situation. We can think of, for
example, a conventional system that teaches a way of
cooking. The system may ask a user to do exactly
the same things an instructor does or as shown in a
recipe. In other words, it may interfere and/or order
the user to do exactly the same thing in stored data.

Moreover, to activate QA function of the system, a
user has toask a questionexplicitly. In this sense, a
QA system also forces a user to do something extra
that may interrupt his/her work. As seen in those ex-
amples, it has not been well considered so far how a
multimedia system should care the users and how it
should not disturb them.

In this research, we propose a framework for
video-based interactive media for gently giving in-

structions. Unlike conventional electronic instruction
manuals, the system observes a user by image and
speech recognition, and gives related information or
appropriate advices by utilizing pre-recorded video
archive. The distinctive feature of the system is that
the system quietly observes a user and helps the user
only when he/she really needs a help, for example, in
a situation that the user is at a standstill or that the user
asks a question. When the system recognizes that the
user does not need any help, it only presents related
information that may be useful to the user, and it does
not require any responses from the user.

Currently, our target is a teaching system for as-
sembly works on a desk top, and we are developing
an experimental system for the task of assembling toy
blocks. Although the system is still under develop-
ment, we have implemented fundamental functions
of the above framework: a method for matching a
user’s status to the data stored as video manuals, a
method for disambiguation, a method for gently giv-
ing instructions, etc．We are currently going further
toward automating this system and toward combining
with question answering.
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2 Video-Based Media not too In-
terfering

Experienced human instructors have a variety of
functions for teaching and helping students. Among
those functions, we are focusing on the following
points:

• Recognition of a user’s status is essential. Hu-
man instructors carefully watches students and
recognizes what they are doing or intending to
do, etc. Even if he/she cannot recognize the sta-
tus, he/she asks the user what the user wants to
do, or what the trouble for the user is.

• A user should be allowed to do anything as much
as possible. Exactly following instructions given
by a teacher is not always a good way for learn-
ing, and it is against creativity.

• Overprotecting and without too much interfer-
ence is harmful to learning.

• Appropriate advice should be given to a user
when the user needs a help. For example, one of
the most effective ways is question answering.

We are constructing a prototype system for par-
tially realizing such functions. First, let us consider
the fundamental processes. They are shown in Figure
1:

• Indexing to instruction videos

• Recognition of objects and the user’s actions.

• Status matching between user’s current status
and indices of videos

• Presenting information relevant for the user’s
status

Among these, the method of video indexing is ba-
sically the same as that of QUEVICO(1), which de-
lineates which information is required for which situ-
ation.

For recognizing objects and user’s actions, we pre-
viously proposed our object tracking system for desk-
top works(3). However, it needs to be improved for
collecting sufficient user’s information and object sta-
tus, and we are currently developing the next system.
The system tracks objects held by hands, and recog-
nizes changes on objects such as inflating/deflating
and operations such as attaching or splitting objects,
etc. Details are introduced in another paper (4).

Figure 1: Video-based interactive media

On the other hand, we describe image recognition
process of user’s status in Section 3 in this paper. We
implemented a status matching method, which con-
tinuously recognizes the user’s current status by com-
paring the objects and actions of the user with indices
of pre-recorded instruction videos. This contributes
the flexibility of instruction in the sense that an in-
struction appropriate to the user’s state is given to a
user however the user is a beginner, skilled, positive,
or negative to the task.

The data presentation according to the user’s status
is presented in Section 3.2 and 4. The system tries
to recognize the user’s status by matching the status
with those that can potentially occur, and to choose
appropriate information for the user. We are currently
preparing at least two or three presentations for the
same step of works. Those are used differently ac-
cording to the user’s previous state, past records, or
current conditions.

The process is quietly performed inside the system,
and it does not interfere the user as long as the system
can recognize the status. In this case, related informa-
tion is presented on a screen, and the system does not
care whether the user watches it or not. On the con-
trary, when the user’s status is out of a scenario,i.e.
the video manual or it has too much ambiguity, the
system inquires to the user for fixing the problem.

In the following sections, we will focus on the sta-
tus matching and disambiguation.

3 Recognizing User’s Status

3.1 Definitions and Description

For recognizing a user’s status, continuous recogni-
tion of objects and the user’s actions is essential(2),
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since direct estimation of the user’s intentions is dif-
ficult. To simplify the recognition problem, we con-
sider a work as a collection of tasks that are composed
of primitive user actions and concerning objects.

The followings define them:

Work: A work is a collection of tasks as shown in
Figure 2, and it is the goal of instruction.

Task: A task is a primitive function that is essen-
tial for assembly works. A task consists of ac-
tion(s) and objects that appear in the task. We
are currently using two types of task, “move an
object” and “attach an object to another”. Since
other categories such as detaching or reshap-
ing, are surely necessary for usual works. We
are currently constructing a system that recog-
nizes such phenomena. The pattern of “attach-
ing task” is shown in

Action: An action is a primitive motion of a user,
each of which is assumed to be recognized by
image processing. We are currently using “lift
an object”, “place(put) an object” and “make
two objects touched each other”. An action is
also described by an ID, a name, and concerning
objects.

Object: An object is one of the components/parts
that is visible and that has a concrete shape. It
is described by an ID and the characteristics of
visible features,e.g.color, shape, texture, etc.

We consider that a task is composed of actions, and
relation is defined as anaction pattern. Figure 3
shows an example for a task “attaching two objects”,
whereOi represents an object.

Those data are given for each pre-recorded instruc-
tion video, and stored as indices. Since the cost of this
indexing is not negligible, we expect that our object
and action recognition system under development can
be also available for this indexing process.

3.2 Status Recognition

Figure 4 shows the overview of the matching process.

(a) The indices of videos is input to the system,
and the task graph, object data, are reconstructed
from the indices of a video.

(b) When a user does something that can be recog-
nized as an action, the corresponding action and
concerning objects are recorded and added to the
list of actions.

Figure 2: Representation of a work

Figure 3: Pattern of attaching task

(c) The user’s current status is recognized by com-
paring (a) and (b).

Step (c) is composed of “partial search” and
“whole search” that will be described below.

Partial search: The system searches for a task,i.e.
a set of consecutive actions, that matches a task
in video indices. We use DP matching(5) be-
tween a sequence of user actions and a sequence
of actions in video data, since a user does not
always move exactly the same as recorded. All

Figure 4: Recognition of user’s status
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possible matches are searched, and the consis-
tency among tasks are not considered in this
step.

Whole search: The possible sequences of tasks are
determined by checking the consistency among
objects and tasks. We use simple depth-first
search for obtaining the possible combinations
of tasks. Since the number of candidates suf-
fers from combinatorial explosion, we need fur-
ther mechanism for disambiguation by interact-
ing with a user. This will be described in the
next section.

For the above matching step (c), the following cri-
teria are used.

Similarity between objectsS(Oi, Oj): Similarity
between objects is calculated based on object
features such as color, shape, etc. Currently, we
use the color histogram of an object region.

Similarity between actionsS(Ai, Aj): Similarity
between actions is calculated by the product
of “similarity between action names” and
“similarity between concerning objects”. Sup-
pose an actionA1(N1, O11, O12, ..., O1n) and
A2(N2, O21, O22, ..., O2n), whereNi means an
action name andOij means a concerning object.
The similarity between actions S(A1,A2) is
calculated by the following formula.

S(A1, A2) = δ(N1, N2) ·

{
n−m∏

i=1

S(O1i, O2i))1/(n−m) −m ∗ CP} (1)

δ(X,Y ) =
{

1 (X = Y )
0 (X 6= Y ) (2)

where,m is the number of objects that are not
matched,CP is a constant that represent the
penalty value for an unmatched object.

Similarity between tasks: Since it is difficult to
recognize a task directly by image process-
ing, the task the user performed is not directly
matched to those in the video data. Tasks are
recognized through comparing a sequence of ac-
tions in the above partial search process.

4 Interacting with Users

4.1 Data presentation to users

Video data relevant to an user’s status, such as the ex-
planation of the succeeding tasks, is presented to the

Figure 5: Information display when no object is held,

Figure 6: Information display when two objects are
held.

user. One important aspect of this framework is that
we believe that the system should not interfere the
user by the interaction. This requirement is often dif-
ficult to satisfy, since the system needs to recognize
when the user really needs a help. Before implement-
ing such functions, we consider the way of displaying
helpful information based on the user’s status.

For this purpose, the information of objects held by
a user is one of the most important keys,e.g.,object’s
name, the number of objects, and their changes. In
the near future, we are planning to use the user’s be-
haviors,e.g.,holding still an object, or trying to attach
objects again and again, etc.

Figure 5 shows an example of displaying informa-
tion that is given when the user is not holding any ob-
ject. The system shows two goals that can be reached
in this context. The two objects in the leftmost col-
umn show the target objects that can be assembled by
the object in the right columns.

Figure 6 shows the display when the user holds two
objects. It shows the following kinds of information:

• what the held objects are.

• what can be made by joining two objects.
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• the target that can be finally made by using those
objects.

• what objects can be obtained if a user split the
objects into two or more parts.

• the target that can be finally made by using those
split objects.

Those displays are shown to a user.

4.2 Inquiry to users

Complete recognition of the user’s status is a difficult
problem even with the above mechanism. Interpreta-
tion of each action and an object is ambiguous, and
the ambiguity of combinatorial explosion. We need
additional mechanism for efficiently disambiguating
the possible situations.

For this purpose, we are preparing a method of in-
quiring to the user. First, the system checks which
portion is much ambiguous. The number of candidate
objects or tasks in the videos is one of the indicator
of the ambiguity. When the number of candidates are
over a threshold value, the system inquires to the user
about his/her status. By confirming an object name,
a task name, or other things, considerable degree of
ambiguity can be reduced. The followings are typical
inquiry methods for objects and tasks.

Object: The system shows similar objects and asks
the user to choose the correct one. For example,
if one object held by a user has many candidates,
i.e. objects in the video data, the system asks
“what is the object in your hand?”, or “which
object is the same as the object you hold” by
presenting objects list as shown in Figure 7. The
user, for example, will choose the correct one by
touch panel.

Task: The system shows a similar task and asks the
user “are you doing this task?”, “have you done
this?”, etc. An snapshot is shown in Figure 8．

The answer from the users are used for choosing
the correct correspondence between a real object/task
and a object/task in the instruction videos. Then sta-
tus matching is performed again by using the correct
correspondence of that portion.

5 Experiments

For checking the potential of this system, we con-
ducted preliminary experiments. An instruction
video is taken for an actual assembly of a toy block

Figure 7: Inquiring about an object

Figure 8: Inquiring about a task

car as shown in Figure 9. The toy block car is com-
posed of 50 blocks and the work consists of 30 tasks.
In another video, we also recorded the behaviors of a
person who was asked to make the toy car by watch-
ing the video. From both videos, objects and motions
are manually detected and given to the system. From
the video of user’s behaviors, about 70 actions are de-
tected.

As a result of the first partial search, 90% of the
tasks are correctly detected with false alarm of 95%.
And figure 10 shows the precision and the recall rate
of this experiment.

Figure 11 shows objects and the number of can-
didates for some objects detected during the exper-
iment. Num(1) column shows the number of can-
didates without inquiries for disambiguation. The
whole search for current status is not possible at
this step, since each portion has too much ambigu-
ity. Therefore, the system executed disambiguation
by user inquiry. As object ID9 has 19 interpretation
candidates, it is the most ambiguous object. By in-
quiring to the user, the system obtained the correct
matching between the objects. In this case, after ob-
taining the answer from the user, the improved result
was shown at Num(2) in Figure 11. By this disam-
biguation, the interpretation candidates of object ID7
is also reduced, since the object ID7 and ID9 are used
in the same task.
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Figure 9: Assembly of a toy block car
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Figure 10: Precision-recall graph

By repeating this type of inquiry, the system even-
tually gets a small number of candidates that include
correct one.

6 Conclusion

In this paper, we introduced our idea of video-based
interactive media that gently supports users. We pro-
posed the framework for recognizing user’s status and
the method for reducing ambiguity by inquiring to
users. In our preliminary experiments, this system
succeeded in handling a toy-car assembly work in
which 50 objects are used and 30 primitive tasks are
required.

Our system is, however, still under development.
To realize a realtime system, we need further inten-
sive works. Integration of image processing portion
is the most urgent topic. Building a good user in-
terface is also an important topic. Currently, user
study is ongoing, and we expect that we clarify which
help would be comfortable and effective for different
people, such as beginners/skilled, positive/negative,
child/grown-up, etc.

As future applications, we hope this framework
will be extended to more general scenes, such as in-
structing something in our home, training in a school,
etc. For this purpose, we need further investigation

Figure 11: The number of the matched objects

of recognizing human behaviors and objects’ states.
We need to introduce sensor and ubiquitous comput-
ing techniques as well as more advanced computer
vision techniques.
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Abstract

We present a graphically  embodied animated agent  (a  virtual speaker)  capable of reading plain
English text and rendering it in a form of speech accompanied by the appropriate facial gestures.
Our system uses a lexical analysis of an English text and statistical models of facial gestures in
order  to  automatically  generate  the  gestures  related  to  the  spoken  text.  It  is  intended  for  the
automatic creation of the realistically animated virtual speakers, such as newscasters and storytellers
and incorporates the characteristics of such speakers captured from the training video clips. Our
system is based on a visual text-to-speech system which generates a lip movement synchronized
with the generated speech. This is extended to include eye blinks, head and eyebrow motion, and a
simple gaze following behavior. The result is a full face animation produced automatically from the
plain English text.

1   Introduction

Our  intelligent  content  production  system  is  an
extension  of  the  Visual  Text-to-Speech  (VTTS)
system. A classical VTTS system (Pelachaud et al.,
1996; Legoff et al., 1997; Lewis et al., 1987; Smid
et al., 2002) produces lip movements synchronized
with  the  synthesized  speech  based  on  timed
phonemes generated by speech synthesis. Normally,
it also solves the coarticulation problem (Beskow et
al.,  1995;  Cohen  et  al.,  1993;  Lundeberg  et  al.,
1999).  A  face  that  only  moves  the  lips,  looks
extremely unnatural because natural speech always
involves facial gestures. However, a VTTS system
can only obtain phonetic information from speech
synthesis and has no  basis for  generating realistic
gestures.  Very  often  this  problem  is  solved  by
introducing  some  partially  random  gestures
triggered by a set of rules (Ostermann et al., 2000).
Another  solution  is  recording  one  or  more
sequences of facial gestures from real speakers and
then playing those tracks during a speech (Pandzic,
2002). These methods produce better visual results
than  a  static  talking  face,  but  the  movements  are
generally too simplistic. Yet another approach is to
manually insert tags or bookmarks into a text from

which  the  facial  gestures  or  expressions  are
generated (Pandzic et al., 2002). Obviously, this is
time  consuming  and  unsuitable  for  the  fully
automatic applications. The Eyes Alive system (Lee
et al., 2002) introduces a full statistical model of eye
movement  based  on  the  known  theory  of  eye
movement  during  speech,  as  well  as  precise
recordings of eye motion during speech. The system
reproduces  eye  movements  that  are  dynamically
correct at the level of each movement and that are
globally  also  statistically  correct  in  terms  of
frequency  of  movements,  intervals  between  them
and their amplitudes. However, the movements are
still  unrelated  to  the  underlying  speech  content,
punctuation,  accents  etc.  In  natural  speech,  most
gestures are directly related to the lexical structure
of speech and have distinct functions (Cassell et al.,
2002;  Argyle  et  al.,  1976;  Collier,  1985;  Chovil,
1992). The BEAT system (Cassell et al., 2001) uses
linguistic and contextual information contained in a
text to control the movements of hands, arms and a
face,  and  the  intonation  of  a  voice.  The mapping
from  a  text  to  the  facial,  intonational  and  body
gestures is contained in a set of rules derived from a
state of the art research in nonverbal conversational
behavior.  That  mapping  also  depends  on  the
knowledge  base  of  an  ECA  environment.  That
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knowledge  base  is  populated  by  a  user  who
animates the ECA so the production  of  the facial
gestures is not automatic. Furthermore,  the system
does  not  introduce  a full  statistical  model  for  the
supported gestures so occurrences of the supported
nonverbal features could be too predictive. Also, in
the  current  set  of  supported  nonverbal  behaviors,
head nods and eyes blinks must be included.
We  propose  a  new  approach  that  combines  the
lexical  analysis  of  input  text  with  the  statistical
model  describing  frequencies  and  amplitudes  of
facial gestures. The statistical model is obtained by
analysing  a  training  data  set  consisting of  several
speakers recorded on video and stenographs of their
speech.  A lexical  analysis of  the  stenograph  texts
allowed to correlate the lexical characteristics of a
text  with the  corresponding  facial  gestures  and  to
incorporate this correlation into a statistical model.
Using a lexical analysis of input text to trigger this
statistical  model,  a  virtual  speaker  can  perform
gestures that are not only dynamically correct, but
also  correspond  to  the  underlying  text.  Figure  1.
depicts training and content production processes.

Figure 1: Training and content production
processes.

2   Background

A conversation consists of two domains: verbal and
nonverbal.  These  two  domains  are  highly
synchronized because they are driven by the same
forces:  the  prosody  and  lexical  structure  of  the
uttered text as well as the emotions and personality
of  a  person  that  is  involved  in  a  conversation
(Faigin,  1990).  The  verbal  domain  deals  with  a
human voice, while body and facial gestures (head,
eyes  and  eyebrows  movement)  are  part  of  the
nonverbal  domain.  In  this  article,  our  focus is  on
facial gestures and how they are synchronized and
driven  by  the  prosody  and  lexical  structure  of

uttered text.
Facial gestures are driven by (Ekman et al., 1969):

interactional  function  of  speech:  we
unconsciously  use  facial  gestures  to  regulate  the
flow  of  speech,  accent  word  or  segments,  and
punctuate speech pauses.

emotions: they are usually expressed with
facial gestures.

personality:  it  can  often  be  read  through
facial gestures.

performatives:  for  example,  advice  and
order  are two different performatives and they are
accompanied with different facial gestures.
In this article we deal with the interactional function
of speech. In this context, facial gestures can have
several  different  roles,  usually  called determinants
(Pelachaud et al., 1996). These determinants are:

conversational signals:  they correspond to
the facial gestures that clarify and support what is
being said.  These facial  gestures are synchronized
with accents or emphatic segments. Facial gestures
in this category are eyebrow movements, rapid head
movements, gaze directions and eye blinks (Ekman,
1979).

punctuators:  they correspond to the facial
gestures  that  support  pauses;  these  facial  gestures
group  or  separate  the  sequences  of  words  into
discrete unit phrases, thus reducing the ambiguity of
speech  (Collier,  1985).  The examples  are  specific
head motions, blinks or eyebrow actions.

manipulators:  they  correspond  to  the
biological needs of a face, such as blinking to wet
the  eyes  or  random  head  nods  because  being
completely still is unnatural for humans.

regulators:  they  control  the  flow  of  a
conversation. A speaker breaks or looks for an eye
contact with a listener. He turns his head towards or
away from a listener during a conversation (Duncan,
1972).  We  have  three  regulator  types:  Speaker-
State-Signal  (displayed  at  the  beginning  of  a
speaking  turn),  Speaker-Within-Turn  (a  speaker
wants to keep the floor), and Speaker-Continuation-
Signal  (frequently  follows  Speaker-Within-Turn).
The  beginning  of  themes  (an  already  introduced
utterance information)  are frequently  synchronized
by a gaze-away from a listener, and the beginning of
rhemes (new utterance information)  are frequently
synchronized by a gaze-toward a listener.
Since  we  are  currently  concentrating  on
Autonomous Speaker Agent, which is not involved
in a conversation but performs a presentation, this
work focuses on conversational signals, punctuators
and manipulators. All these functions are supported
by a fairly broad repertoire of  facial  gestures.  We
distinguish  three  main  classes  of  facial  gestures
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(Pelachaud et al. 1996):
Head movement
Eyes movement
Eyebrows movement

Within each class we distinguish specific gestures,
each  characterized  by  their  particular  parameters.
The  parameters  that  are  important  for  head  and
eyebrow  movements  are  amplitude  and  velocity.
Those two parameters are in inverted proportion. A
movement  with  a  big  amplitude  is  rather  slow.
Table  1  shows  the  types  of  facial  gestures  as
identified during our data analysis (Section 4). This
is  an  extension  of  the  classification  proposed  in
(Graf  et  al.,  2002).  We  introduce  symbols
incorporating both a gesture type and a movement
direction.

Table 1: The specification of facial gestures.

H
e
a
d

Nod ˆ

v

>

<

An abrupt swing of a head with a
similarly abrupt motion back. We
have four nod directions: up and
down (ˆ), down and up (v), left and
right (<) and right and left (>).

Overs
hoot
nod

~

Nod with an overshoot at the return,
i.e. the pattern looks like an ‘S’
lying on its side.

Swing u

d

L

R

dia
g

An abrupt swing of a head without a
back motion. Sometimes rotation
moves slowly, barely visible, back
to the original pose, sometimes it is
followed by an abrupt motion back
after some delay. Five directions: up
(u), down (d), left (l), right (R) and
diagonal (diag).

Reset res
et Sometimes follows swing

movement. Returns head in central
position.

E
y
e
s

Move
ment

in
variou

s
directi

ons

The eyes are always moving.
Parameters are: gaze direction,
points of fixation, the percentage of
eye contact over gaze avoidance,
duration of eye contact.

Blink
Periodic blinks keep the eyes wet.
Voluntary blinks support
conversational signals and
punctuators.

E
y
e
b
r
o
w
s

Raise ˆˆ

Eyebrows go up and down.

Frown

Eyebrows go down and up.

3.   Lexical analysis of English text

The  speech  analysis  module  (Radman,  2004)
performs the linguistic and contextual analysis of a
text  written  in  English  language  with  a  goal  of
enabling  the  nonverbal  (gestures)  and  verbal
(prosody) behavior assignment and scheduling.
Starting  from a plain  English  text,  it  produces  an
XML document annotated with tags for each word
(Table  4).  These  tags  allow  us  to  distinguish
between the newly introduced words, words known
from a previous text and punctuation marks. Based
on this knowledge, the process, described in Section
5, assigns and schedules the gestures.
The  input  text  is  first  phrase-parsed  because  the
module needs to know the morphological, syntactic
and part-of-speech information. In order to get the
morphologic data about the words in a sentence, we
have  developed  a  module  that  classifies  words
according to the English grammar rules. In the first
release we used the Connexor's  Machinese Phrase
Tagger1 (MPT).  MPT  is  a  commercial  tool,  its
public interface is changing from version to version,
and it has much more functionality that we needed.
So  we  have  made  the  simplified  version  of  the
morphologic  and  semantic  analyzer  extending
WordNet  2.02 database.  In  order  to  determine  the
correct word type based on the output queried from
the extended WordNet 2.0 database, we must pass
multiple  times  through  the  whole  sentence  and
apply various English grammatical rules. WordNet
2.0  database  contains  nouns,  verbs,  adverbs  and
adjectives, so for other English word types we made
our  own  database  using  the  MySQL  engine.  Our
database  contains  auxiliary  verbs,  determiners,
pronouns,  prepositions  and  conjunctions.  Besides
that,  one  additional  table  has  been  created.  This
table  was  dynamically  filled  with  new  data  each
time some particular word was not found either in
WordNet  2.0  or  in  our  database.  After  passing
through  numerous  examples,  we  concluded  that
99% of these words were nouns.  We can say that
our module is learning based on the examples that
passed through it. For every query to WordNet 2.0
and our database, we got more than one word type
for a particular word. In order to get correct type of
a  word,  we must  pass multiple  times through  the
whole text and apply various grammatical rules to it.
Here are some of the rules:
1. Every determiner (a, an, the) is followed by an

adjective or a noun.

1 http://www.connexor.com/
2 http://www.cogsci.princeton.edu/~wn/
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2. Every  personal  pronoun  (I,  he,  you,  ...)  is
followed by a verb,  an adverb,  or  an auxiliary
verb.

3. Every possessive pronoun (my, your, hers, ...) is
followed by a noun or an adjective.

Table 2 represents an example.
Table 2: An example for the word type

classification.
Word Word type Lemma
The POS=DET
drop POS=N drop
in POS=PREP
order POS=N order
intake POS=N intake
that POS=PRON-

DEM
Ericsson POS=NNF
reported POS=V report
for POS=PREP
the POS=DET
third POS=ADJ third
quarter POS=N quarter
raised POS=V raise
a POS=DET
great POS=ADJ great
deal POS=N deal
of POS=PREP
concern POS=N concern
on POS=PREP
the POS=DET
market POS=N market
. POS=punct

Table 3: Parameters of the morpholical analyzer.
Parameter Meaning Example
A Adjective blue, sweet
ADV Adverb quickly, very
CC Conjunction Or, and, but
DET Determiner the, a, an
N Noun boy, dog
PREP Preposition in, by, out, from, to, 
PRON Pronoun I, you, me, your, mine
AUX Auxiliary verb had, must
V Verb drive, drives, take,

takes, 
NNF Word that is

not found in
WordNet 2.0
and our
database

SmartPhone, Unicom

punct Punctuation
mark

. ! ?

token Another mark “  :  ‘  ( )  %

In  the  second  step  we  break  the  paragraphs
(UTTERANCE)  into  clauses  (CLAUSE).  The
largest unit  is  UTTERANCE, which represents an
entire paragraph of input. The next, smaller, unit is
CLAUSE, which is held to represent a proposition.
In  order  to  detect  clauses  in  an  utterance,  the
module is searching for the punctuation marks and a
placement of verb inside a phrase.

Table 4: Input and output of Speech Analysis
Module.

Module input Module output
However, figures
presented by
Business Unit
Systems prompted
more positive
reactions.

<?xml version="1.0"
encoding="UTF-8"?>
<UTTERANCE>
<CLAUSE>
<WORD Text="However"
New="Yes"/>
<WORD Text=","/>
<WORD Text="figures"
New="Yes"/>
<WORD Text="presented"
New="Yes"/>
<WORD Text="by"/>
<WORD Text="Business"/>
<WORD Text="Unit"
New="Yes"/>
<WORD Text="Systems"
New="Yes"/>
<WORD Text="prompted"
New="Yes"/>
<WORD Text="more"
New="Yes"/>
<WORD Text="positive"
New="Yes"/>
<WORD Text="reactions"
New="Yes"/>
<WORD Text="."/>
</CLAUSE>
</UTTERANCE>

The smallest unit is a word with its new attribute.
To determine the newness of  each word, we keep
track  of  all  previously  mentioned  words  in  an
utterance.  We  also  use  WordNet  2.0  database  to
identify  sets  of  synonyms.  We tagged  each noun,
verb,  adverb  or  adjective  as  new if  they  or  their
synonyms had not been seen in an utterance before.
Other word classes are not considered for the new
parameter. Since pronouns need to be tagged as new
and WordNet 2.0 does not process them at all, an
algorithm  is  proposed  to  deal  with  the  pronouns.
The logic for this algorithm is based on knowledge
and intuition, but that, of course, does not lead us to
the  universal  solution.  After  going  through  many
Connexor analyzing examples and studying all the
pronouns found in them, the following conclusion
has been made: every pronoun, substituting a noun
that appears after it, or a noun that does not appear
in  a  text  at  all,  needs  to  be  tagged  as  new.  The
algorithm is as follows:
Every pronoun, that is not preceded by a noun in a
sentence,  and is  part  of  the following  set: ("any",
"anything",  "anyone",  "anybody",  "some",
"somebody",  "someone",  "something",  "no",
"nobody",  "no-one",  "nothing",  "every",
"everybody",  "everyone",  "everything",  "each",
"either",  "neither",  "both",  "all",  "this",  "more",
"what", "who", "which", "whom", "whose")
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or any pronoun that is a part of the following set:
("I", "you", "he", "she", "it", "we", "they"), gets the
new tag assigned. All other pronouns, which do not
fulfill the above-stated requirements, are not tagged
with new.

4   Statistical model of gestures

In  this  section we present the  statistical  model  of
facial gestures and the methods, tools and datasets
used in order to build it.

4.1   Training Data Set

As  a  training  set  for  our  analysis,  we  chose
Ericsson's  "5minutes"  video  clips.  Those  clips are
published  by  LM Ericsson  for  internal  usage  and
offer occasional in-depth interviews and reports on
major events, news or hot topics from the Telecom
industry.  They  are  presented  by  professional
newscasters.  We  used  a  footage  showing  the
newscasters  (Figure  2).  We  investigated  three
female and two male Swedish newscasters.

Figure 2: Tonya's nod with overshoot3

4.2   Data Analysis

First,  using  a video editing tool,  we extracted the
news casting extracts from the video, according to
their  stenographs.  Then  we  grouped  those  news
extracts  for  every  observed  speaker.  Observing
those news casting clips, we marked the starting and
ending  frames  for  every  eye  blink,  eyebrow raise
and  head  movement  (Figure  2).  Analyzing  those
frames,  the  speakers  Mouth-Nose  Separation  unit
(MNS0) value, facial gesture amplitude value, facial
gesture  type  (Table  6)  and  direction  were
determined.  We used  the  following  algorithm for
amplitude values: the values represent the difference
between the speaker's nose top position at the end

3 Published with permission of LM Ericsson

and the beginning of a facial gesture (an eyebrow
raise or head movement).
Data  values,  that  were  gathered  from  the  video
clips,  were  statistically  processed  using  Microsoft
Excel and MatLab 5.3. That means that a number of
pie  charts  (Figure  3)  were  produced  by  simply
calculating  how  many  times  were  facial  gestures
triggered/not triggered by words. Every gesture type
has  a  corresponding  pie  chart.  Amplitude  values
probabilities  (Figure  4)  were  calculated  using  the
histogram statistical function.
Table  5  presents  an example  of  the  gathered  raw
data for one news extract.

Table 5: An example of the data set gathered during
the analysis.

word 52  Three arraignments

eyes 3  blink::cs  

head  |up;A=2
|d to n   |d
A=0.25 Id A =0.5

eyebrow
s 2  

raise::cs
A=1/4  

pitch 13  +  

lexical 44  new new

   

   

   

cs - conversational signal
p – punctuator
m - manipulator

     

  ~nod::A1=2:A2=0.5::cs

The  word  row contains  an  analysed  news  extract
separated  word-by-word.  The  eyes,  head  and
eyebrows rows hold data about  facial  motion that
occurred on the corresponding word (separated with
the :: symbol), the type of motion and its direction
(according to the notation summarised in Table 6),
amplitude  value  (A  stands  for  amplitude)  and
determinant  code  values  (cs,  p,  m  summarised  in
Table  5).  The  head  basic  motions  are  mapped  to
head movements as described in the last column of
Table  1.  We  replayed  the  newscaster  footage  to
determine  the  facial  gestures  type,  direction  and
duration  parameters.  The  last  row  in  Table  5
contains  the  head  movement  facial  gesture
parameters.
The  pitch  row  indicates  which  words  were
emphasised  by  voice  intonation.  The  lexical  row
holds information about word's newness in the text
context (Section 3). The second column in Table 5
represents the number of occurrences of a particular
facial  gesture  and  pitch  accents,  the  number  of
words in the current news extract and the number of
words that are new in the text context.
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4.3.   Determinant Values of Facial
Motions

A determinant value for a particular facial motion is
determined as follows. If  a facial motion occurred
on a punctuator mark, then a determinant for  that
motion  was the punctuator  (p).  If  a  facial  motion
accompanied a word that is new in the context of
uttered  text,  then  a  determinant  was  the
conversational signal (cs). Otherwise, a determinant
of a facial motion was the manipulator (m). The raw
data tables were populated by manual analysis and
measurement.  All  amplitude  values  were
normalized  to  MNS0  for  the  particular  speaker.
MNS0  is  a  Facial  Animation  Parameter  Unit
(FAPU) in the MPEG-4 Face and Body Animation
(FBA) standard (Pandzic et al., 2002). Using MNS0
FAPU  our  model  could  be  applied  to  every  3D
model of a speaker.

Table 6: Basic facial motions triggered by words.

Facial
gesture

Type of
motion

Description

Head
movement

| up vertical up

| up to n
vertical up to neutral
(centre) position

| down vertical down

| down to n
vertical down to neutral
(centre) position

-- to left horizontal left

-- to right horizontal right

-- to n
horizontal to neutral
(centre) position

/ up
diagonal up from left to
right4

/ down
diagonal down from right
to left4

\ up
diagonal up from right to
left4

\ down
diagonal down from left
to right4

Eyebro
ws

movem
ent

raised s
eyebrows going up to
maximal amplitude

raised e
eyebrows going down to
neutral position

4 From the listener point of view.

In  our  model,  the basic unit  which  triggers  facial
gestures  is  a  word.  We  chose  not  to  subdivide
further  into  syllables  or  phonemes  for  simplicity
reasons. Since some facial gestures last through two
or  more  words,  this  level  of  subdivision  seems
appropriate.
The raw data (Table 5) for the complete training set
was  statistically  processed  in  order  to  build  a
statistical model of speaker behaviour. A statistical
model  consists  of  a  number  of  components,  each
describing the statistical properties for  a particular
gesture type in a specific speech context. A speech
context  can  be  an  old  word,  a  new  word  or  a
punctuator.  The  statistical  properties  for  a  gesture
type  include  the  probability  of  occurrence  of
particular gestures and histograms of amplitude and
duration values for each gesture. Figure 3 shows an
example  of  a  statistical  data  component  for  head
gestures in the context of a new word. It is visible
that in 51% of occurrences, we have some kind of
head  movement.  For  example,  the  probability  of
occurrence  for  rapid  head  movements  is  22%.
Further, we have five directions: up (u), down (d),
left (L), right (R) and diagonal (diag). In the end, we
must determine the amplitude for a rapid movement.
Figure  4  shows  a  linear  approximation  of  the
cumulative histogram for the amplitude of a rapid
head movement.

Figure 3: Statistical data for head gestures
occurrences in the context of a new word.

Such statistics exist  for  each gesture  type and for
each speech context we treated. They are built into
the  decision  tree (Figure  5)  that  triggers  gestures.
The process is  described in the following section.
Note that, in the context of punctuators, only eyes
gestures  are used,  because the statistics show that
other gestures do not occur on punctuators.
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Figure 4: The linear approximation of the
cumulative histogram for the amplitude of a rapid

head movement.

5.   The System

Figure 7 shows the complete Autonomous Speaker
Agent  system.  The  input  to  the  system  is  plain
English  text.  It  is  processed  by  lexical  analysis
(Section 3) which converts it into an XML format
with  lexical  tags  (currently  describing  new/old
words and punctuators). The facial gesture module
is  the  core  of  the  system  –  it  actually  inserts
appropriate gestures into text in the form of special
bookmark tags. These bookmark tags (Table 7) are
read by the TTS/MPEG-4 Encoding module. While
the Microsoft Speech API (SAPI) Text To Speech
(TTS)5 engine generates an audio stream, the SAPI
notification mechanism is used to catch the timing
of  phonemes  and  bookmarks  containing  gesture
information. Based on this information, an MPEG-4
FBA  bitstream  is  encoded  with  the  appropriate
viseme and facial gestures animation. For MPEG-4
FBA  bitstream  generation,  we  are  using  Visage
SDK API6 that uses SAPI 4.0 or 5.1. Visage SDK
API  uses  information  provided  by  the  SAPI
notification mechanism.

5.1   Facial Gesture Module

The  facial  gesture  module  is  built  upon  the
statistical model described in the previous section.
The statistical model is built into the decision tree
illustrated in Figure 5.

5 Microsoft speech technologies
http://www.microsoft.com/speech/ 29/03/2004
6 Visage Technologies AB http://www.visagetechnologies.com/
29/03/2004

Figure 5: Decision tree with components of the
statistical model

Figure 6: Results of subjective evaluations. Average
score and standard deviation.

Let us follow the decision tree (Figure 5). The first
branch point classifies the current context as either a
word  or  a  punctuation  mark.  Our  data  analysis
showed  that  only  eye  blink  facial  gesture  had
occurred on the punctuation marks. Therefore only
the  blink  component  of  the  statistical  model  is
implemented in this context. 
The words could be new or old (Section 3) in the
context of uttered text  -  this is the second branch
point. All facial gestures occurred in both cases but
with different probabilities. Because of that, in each
case  we  have  different  components  for  facial
gestures  parameters.  From Figure  5,  it  is  obvious
that a word could be accompanied by all three types
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of  facial  gestures  at  the  same  time.  The  facial
gesture signals (eye blink, head movement, eyebrow
raise)  are  generated  separately,  based  on  their
statistical  component  data.  They  will  be  blended
later in the TTS/MPEG-4 encoding component. The
output  from  the  facial  gesture  module  is  plain
English  text  accompanied  by  bookmark  pairs  for
facial gestures.

Table 7: SAPI bookmark codes of facial gestures.

Bookmark code Facial gesture
\Mrk=1\ conversational signal blink
\Mrk=2\ punctuator blink
\Mrk=300\ eyebrows raise
\Mrk=400\ nod ^
\Mrk=700\ nod V
\Mrk=1000\ nod <
\Mrk=1300\ nod >
\Mrk=9\ rapid reset
\Mrk=1600\ rapid d
\Mrk=1900\ rapid u
\Mrk=2200\ rapid L
\Mrk=2500\ rapid R
\Mrk=2800\ rapid diagonal

Figure 7: The data flow through the Autonomous
Speaker Agent system.

Every  facial  gesture  has  a  corresponding  pair  of
bookmarks:  one  bookmark  marks  the  starting
moment of a facial gesture and the other marks the
ending  moment.  Table  7  shows  values  for  each
bookmark.  The  head  and  eyebrows  movement
bookmark values not only define the type of facial
gesture,  but  also  contain  the  amplitude  data  of  a
facial  movement.  For  example,  bookmark  value
2300 defines the rapid head movement  to the left
(symbol L) of amplitude 1 MNS0. The function for
amplitudes of facial gestures is:

A=((Bmk_value -Bmk_code)/100) (1)

The  interval  for  bookmark  values  for  L  is
[2200,2500> because the statistical  model  showed
that the maximal amplitude value for facial gesture
L was 2.2  MNS0.  Head nods  and  eyebrow raises
could  last  through  two  or  more  words.  Statistics
have shown that the maximum duration of a nod is
five  words,  an  eyebrow  raise  could  last  through
eleven words and the maximal duration for a nod
with an overshoot is eight words.  We code a nod
with  an  overshoot  as  two  nods:  a  nod  up
immediately followed by  a  nod  down.  Every  nod
has its own amplitude distribution.

5.2   TTS/MPEG-4 Encoding Module

TTS/MPEG-4  encoding  module,  using  the
bookmark  information,  encodes  an  MPEG-4  FBA
bitstream with an appropriate  viseme and gestures
animation.  The  animation  model  for  head  and
eyebrow movement facial gestures is based on the
trigonometry  sine  function.  That  means  that  our
Autonomous  Speaker  Agent  nods  his  head
following the sine function trajectory.
We  have  implemented  a  simple  model  of  gaze
following,  meaning  that  the  eyes  of  our
Autonomous  Speaker  Agent  are  moving  in  the
opposite direction of a head movement. This gives
an  impression  of  an  eye  contact  with  the
Autonomous Speaker Agent.

5.3   Results

We conducted a subjective test in order to compare
our proposed statistical model to simpler techniques.
We synthesized facial animation on our face model
using three different methods. In the first (Type 1),
head  and  eye  movements  were  produced  playing
animation sequence that was recorded by tracking
movements  of  a  real  professional  speaker.  In  the
second  (Type 2),  we produced  a  facial  animation
using the system described in this paper. In the third
(Type 3), only the character's lips were animated.
We conducted a subjective test to evaluate the three
types  of  facial  animation.  The  three  characters
(Type  1,  Type  2  and  Type  3)  were  presented  in
random order  to  29  subjects.  All  three  characters
presented  the  same  text.  The  presentation  was
conducted  in  the  Ericsson  Nikola  Tesla  and  all
subjects were computer specialists. However, most
of  the  subjects  were  not  familiar  with  virtual
characters, and none of the subjects were authors of
the  study.  The  subjects  were  asked  the  following
questions:

Q1: Did the character on the screen appear
interested in (5) or indifferent (1) to you?

Q2: Did the character appear engaged (5)
or distracted (1) during the conversation?

Q3:  Did  the  personality  of  the  character
look friendly (5) or not (1)?

Q4:  Did  the  face  of  the  character  look
lively (5) or deadpan (1)?

Q5:  In  general,  how would  you  describe
the character?
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Note that higher scores correspond to more positive
attributes  in  a  speaker.  For  questions  1  to  4,  the
score was graded on a scale of 5 to 1.

Figure 6 summarizes the average score and standard
deviation (marked with a black color) for the first
four questions. From the figure, we can see that the
character  of  type  2  was  graded  with  the  highest
average grade for all questions except for  the Q2.
The reason for that is because type 3 character only
moves its lips and its head is static. This gave the
audience  the  impression  of  engagement  in  the
presentation.  A Kruskal-Wallis  ANOVA indicated
that  the  three  character  types  had  significantly
different scores (p = 0.0000).
According  to  general  remarks in  Q5,  the  subjects
tended to believe the following:

1. Type 1 looked boring and uninteresting, it
seemed to have cold personality. Also, implemented
facial gestures were not related to the spoken text.
2. Type 2 had a more natural facial gesturing
and  facial  gestures  were  coarticulated  to  some
extend. Head movements and eye blinks are related
to the spoken text.  However, eyebrow movements
were with unnatural amplitudes and were not related
to the spoken text.
3. Type 3 looked  irritating,  stern and stony.
However, it appeared to be concentrated and its lips
animation was the best.

6   Conclusion and future work

According to feedback that we have received from
the  audience,  we can  conclude  that  our  statistical
model of facial gestures can be used in a system that
implements  a  fairly  convincing  Autonomous
Speaker  Agent.  Furthermore,  the  implemented
decision  tree  produces  better  animation  than
previous  techniques.  The  problem  with  eyebrow
amplitudes can be easily solved by changing some
of  the  parameters  in  the  TTS/MPEG-4  encoding
module.  Also,  with  statistical  data  that  we  have
gathered during our work, we have confirmed some
of the conclusions of  other  papers.  We confirmed
that, on average, the amplitude of a faster head nod
is  lesser  than  the  amplitude  of  a  slower  nod.
Furthermore,  we concluded that  words,  that  bring
something  new in  the  utterance  context,  are  very
often accompanied by some facial gesture.
However, our system is not ready yet for the Turing
test.  An  extension  to  Embodied  Conversational
Characters  is  the  logical  item  for  future  work,
extending  the  system  to  support  the  natural

gesturing  during  a  conversation  and  not  only  for
independent  speakers.  This  will  include  adapting
and extending the statistical model to include more
complicated  gesturing  modes  and  speech  prosody
that  occur  in  a  conversation.  Also,  new statistical
data  should  be  calculated  based  on  the  existing
training set data. In this calculation, it must be taken
into  consideration  that  words  form  two  higher
logical  groups:  OBJECT  and  ACTION.  Because
those groups are labeled with new and old tags, this
fact results in new statistical data for facial gestures.
Also,  coarticulation  of  facial  display  occurrences
must  be  taken  into  consideration  during  the
production of this new statistical model.
Modifying  speech  prosody  (Hiyakumoto  et  al.,
1997; Parent et al., 2002; Silverman et al., 1992) of
input  text  according  to  statistical  prosody  data  of
professional speakers would produce a much more
convincing Autonomous Speaker Agent. In order to
get  more  natural  head  movements,  the  velocity
dynamics (Hadar, 1983) of those movements must
be  implemented  in  the  TTS/MPEG-4  encoding
module.  New  Visage  SDK  API  works  with
Microsoft SAPI 5.0 engine. That engine uses XML
notation for user defined bookmarks and, because of
that, output of the Facial Gesture Module should be
adapted to this new notation.
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Abstract

This paper discusses the problem of multimodal analysis of human face–to–face communication sit-
uations from audiovisual recordings. The main goal of the presented study is to parameterize com-
municative/interactive events in multimedia (audio and video) for analysis and subsequent edition.
Interactive, environmental, and emotional characteristics of the communicators are estimated to define
the communication event as a whole. This calls for the adoption and integration of various results
obtained in social sciences and multimedia signal processing into one framework – the communica-
tion atmosphere analysis and reconciliation – to determine and possibly improve the overall climate
of multimedia communication. Experiments have been conducted, their results are discussed, and
conclusions are drawn.

1 Introduction

Although common and often used to describe a
conversation episode, the term ”communication at-
mosphere” resists a precise definition. Like many
other concepts related to human behavior, and of ut-
most importance to perform intelligent information
processing with social attributes, communication at-
mosphere is easily felt but hard to define and, there-
fore, difficult to evaluate.

This study identifies three characteristics of the
communication process that can be tracked and that,
from an information processing point of view, are es-
sential to create and recreate a meeting’s climate (un-
derstood as communication atmosphere) from an ob-
server/spectator’s point of view.

The communication atmosphere is a qualitative
measure somewhat similar to the concept ofaffor-
danceproposed by Gibson (1977), since it evaluates
communicative situations from their usability (poten-
tial understandability) point of view. The analysis fo-
cuses in this paper on qualitative evaluation of visual
and auditory attention of the communicators. Norris
(2004) defines attention level as”the degree of clarity
of an experience ranging from unconsciousness (total
lack of awareness) to focal attention (vivid aware-
ness). Observed (recorded) communicative events

can then be evaluated, based on attention/awerness
levels that they exhibit. Moore et al. (1996) studied
the impact of information amount that impinges on
students’ sensory registers during lectures. The au-
thors reported that students’ involvement in the learn-
ing process was decreased when their attention was
not throughly focused. Attention, hence, plays an im-
portant role in selecting sensory information for effi-
cient understanding of communication that is directly
related to the communicative involvement of the par-
ticipants or spectators. In the proposed model of com-
munication atmosphere, three elements (dimensions)
of communicative situations are defined, based on in-
teractive (social) features, emotional (mental) char-
acteristics of the communicators, and environmental
(physical) features of the place where the event oc-
curs.

There are contemporary studies on communicative
activity monitoring, e.g. (Chen, 2003), where the
problem of automatic activity evaluation in audio and
visual channels for distance learning applications was
discussed in detail. The known approaches are lim-
ited, however, to communicative interaction evalua-
tion only, without considering other aspects of the
communication atmosphere, like environmental and
emotional.

There are at least two possible application areas
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for the approach described in this paper, which pro-
vides for an intelligent analysis of the communication
process and the communication atmosphere as well.
Indexing of multimedia archives comes as the first
possible application, where the expected content of a
communication situation is sought, based on criteria
specified by the user. The second and more challeng-
ing area is the reconciliation of already captured mul-
timedia recordings to modify their atmosphere ac-
cording to the user’s preferences. These applications
both require for tracking elements of human commu-
nication, which can be used to evaluate the process
from a behavioral (interaction) point of view.

Next section presents the three-dimensional com-
munication atmosphere analysis approach. Section 3
elaborates on the proposal for multimedia record edit-
ing in the three-dimensional communication space.
Examples, experimental results, and a discussion of
them concludes the paper.

2 Communication Atmosphere

The problem of monitoring and subsequently model-
ing the communication atmosphere arises when one
has to choose among factors constituting the event
and determine relationships between them such as:

• the extent, to which the communicators’ behav-
ior (interactions) influences the communications
climate;

• the extent, to which the external environment,
where the communication happenes (e.g. a
room) affects the communication efficiency;

• the extent, to which emotional states of the
communicators shapes the final situation of the
event.

To address these factors, which ultimately build up
the communication atmosphere, and evaluate infor-
mation streams related to the attention level en-
gendered by the communication process, we pro-
pose a threefold ”intelligent” approach, in which the
problems are analyzed in a three-dimensional space,
merging diverse sensory information and making
assumptions about typical communication behavior.
The dimensions of the communication atmosphere
are defined as follows:

Environmental - to describe the communication
place or physical space conditions. This dimen-
sion is merely to comply with the fact that com-
munication episodes (e.g. meetings) are not con-
ducted in ”the vacuum” but in certain places,

which can largely create or at least influence the
communication climate and can thus enhance or
disturb the spectator’s attention.

Communicative - to characterize the communica-
tive behavior. As it will be shown later, this di-
mension is to reflect the communicators’ abil-
ity to interact and, therefore, it is related to the
communication efficiency, which is a qualitative
measure of the communication process directly
related to the attention level and to the dynamic
involvement of the communicators (Kryssanov
and Kakusho, 2005).

Emotional - to estimate emotional states of the peo-
ple. This dimension is to recognize the fact that
the behavior related to emotional states of the
communicators to a large extent determines the
communication atmosphere. It is expected that
emotions exposed by the communicating parties
are similar, or else emotions shown by the sender
are somewhat reflected (after a delay) by the re-
ceivers (Dimberg et al., 2000; Pease and Pease,
2004) creating an average emotional state of the
situation.

In the case of multimedia content, such as video
captured during a meeting or discussion, a separate
analysis of the communication atmosphere along the
dimensions appears to be easier to perform from the
technological point of view. The dimensions can then
be dealt with independently, while any possible inter-
dependencies are out of the scope of this paper.

Anthropologist Birdwhistell (1974), in his study of
kinetics, discussed nonverbal communication. Ac-
cording to his results, human can recognize about
250,000 facial expressions, which is a huge number
for artificial intelligence classifiers that can handle
a much smaller number of static facial expressions
(Ralescu and Hartani, 1997; Pantie and Rothkrantz,
2000). Mehrabian (1971) found that the verbal com-
ponent of face–to–face communication is less than
35%, and that over 65% of communication could
be conducted non-verbally. Experiments reported in
(Pease and Pease, 2004) also demonstrated that in
business related encounters, body language accounts
for between 60% and 80% of the impact made around
the negotiating table.

Following this discussion, our approach will then
be focused on only dynamical analysis of nonverbal
components of communication. The hypothesis pre-
sented in this paper suggests that observation of the
nonverbal communication dynamics would allow us
to estimate the situation’s climate, i.e. the communi-
cation atmosphere.
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2.1 Environmental Dimension

This dimension is used to describe the state of the en-
vironment, in which the communication event takes
place. Highly visually or auditory intensive envi-
ronments affect the overall impression of the ob-
served/perceived communication situation. On the
other hand, since the communicators have usually a
limited ability to change the environmental features
(i.e. the level of external audio or video), this study
recognizes the environmental characteristics as a dis-
tinct feature set taken for the overall evaluation of
communication. Physical features of the environment
can be extracted after separation of the recorded in-
formation streams into two categories: items related
to the communication process and items unrelated to
(useless for) it (Rutkowski et al., 2004). The gen-
eral idea is to split the audio and video streams into
background noise and useful signals produced by the
communicators.

We will first detect the presence of auditory and vi-
sual events that occur in the space but are not related
to the communicators’ actions (i.e. background au-
dio and video). In the current approach, the analysis
of the environmental dimension is performed in two
stages:

• noise and non-speech power level difference ex-
traction;

• non-communication-related visual activity
(background flow) estimation.

These procedures both can avert the attention of the
listeners. The amount of the environmental audio en-
ergy (classified as noise) is estimated as a segmental-
signal-to-interference-ratio (SIR) since calculation
of an integral-signal-to-noise-ratio would not reflect
temporal fluctuations of the situation dynamics (e.g.
when communicators speak louder or quieter). The
segmental auditory SIR,ASIR, is evaluated as:

ASIR(m) = 10 log10

∑Nm+N−1
n=Nm s2

e(n)∑Nm+N−1
n=nM s2

n(n)
, (1)

wheresn(n) = so(n)−se(n) is the noise estimate af-
ter removing from the original signal its denoised ver-
sion;so(n) is the recorded audio signal (with noise);
N stands for the number of audio samples;M repre-
sents the number of windows, into which the speech
utterance is segmented. For visual information, we
compare the activity features detected in the commu-
nicators’ areas with the remaining background. We
calculate the amount of visual flow in the signal as an

1 2 3 4 5 6 7 8

x 10
4samples

extracted speech of speaker #2

extracted speech of speaker #1

recorded audio

only street noise

separated speech

Figure 1: Environmental problem example shows
that the wide-band noise might completely cover the
speech usable frequencies (compare recorded signal
in top box, only interference in second box from the
top, enhanced speech in middle box and finally sepa-
rated activities of two speakers - there is a part in the
middle, when both speakers were active).

interference–like coefficient,VSIR:

VSIR(m) = 10 log10

∑Nm+N−1
n=Nm vh(n)2∑Nm+N−1
n=nM vb(n)2

, (2)

where vb(n) represent the background visual flow
features andvh(n) are related to the extracted motion
features of the active communicators. BothASIR and
VSIR are then summed up and form a single audiovi-
sualSIR measure characterizing the environmental
conditions.

Figure 1 illustrates the evaluation of the environ-
mental dimension, when the audio and video compo-
nents of the environment are filtered from the infor-
mation related to the communication process.

2.2 Emotional Dimension

This dimension is introduced to characterize the in-
ner (cognitive) states of the communicators. Con-
temporary approaches to emotional state estimation
usually deal with a static analysis of facial expres-
sions and seldom consider a dynamic or multimodal
analysis. Experiments reported in (Dimberg et al.,
2000) and (Pease and Pease, 2004) showed that un-
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conscious mind exerts direct control of facial mus-
cles. It was demonstrated that facial emotions pre-
sented by a sender (e.g. a smile) were reciprocated
by returning a smile by the receiver. The experiments
of Dimberg et al. (2000) were conducted using elec-
tromyography, so the actual muscle activity of com-
municators could be captured. Results of those exper-
iments revealed, that the communicators often have
no total control over presented facial emotions. These
findings suggest that important aspects of ”emotional
face–to–face” communication could occur on the un-
conscious level. In our approach we estimate emo-
tional states from available nonverbal features only,
which actually reflect (partially) the psychic state
of the communicator. Emotions of the communica-
tors can be estimated from their speech only Del-
laert et al. (1996), since the video features are hard
to consider, owing to the video insufficient resolu-
tion and problems with a simple definition of emo-
tions captured from moving faces and bodily expres-
sions. In the current approach, emotions from speech
are estimated along three features: the voice funda-
mental frequency with durational aspects of the stable
fundamental frequency periods; the speech harmonic
content; and the signal energy expressed as an aver-
aged root mean square (RMS) value in voiced frames
(Rutkowski et al., 2004). Primary emotions, such as
neutral, sad, angry, happy and joyful, which the com-
municator might experience during the communica-
tion event, are determined using a machine learning
algorithm (Vapnik, 1995).

2.3 Communicative Dimension

The third and, probably, most important compo-
nent of the communication atmosphere analysis is
the communicative dimension. It refers to the com-
municators’ audiovisual behavior and to their ability
to ”properly” interact during the conversation. The
synchronization and interaction measures (efficiency-
like) developed in the authors’ previous research
are applied here (Rutkowski et al., 2003, 2004).
The communication model used – the hybrid lin-
ear/transactional – is linear in short time windows
(Adler and Rodman, 2003). The active (in short
time windows) communicator - the sender - is sup-
posed to generate more audiovisual flow with breaks,
when the receiver responds. The passive (in short
time windows) communicator – the receiver – is ex-
pected to, on the other hand, react properly, not dis-
turbing (overlapping with) the sender’s communica-
tion activity. Turn-taking (role changing) between the
senders and receivers is a critical assumption in the
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Figure 2: Scheme for the communication synchronic-
ity evaluation. Mutual information estimatesIA1,V1

andIA2,V2 between audio and visual features streams
of localized communicators account for the local syn-
chronization. The estimatesIA1,A2 andIV1,V2 are to
detect crosstalks in the same modality.

hybrid communication model. Only the case of in-
tentional communication, which occurs when all the
communicators are willing to interact, is considered
here. All the situations when so-called metacommu-
nication (Adler and Rodman, 2003) occurs are out of
the scope of this paper. Rutkowski et al. (2003) de-
fined the communication efficiency as a measure that
characterizes the behavioral coordination of commu-
nicators. This measure describes the communication
process from the point of view of the interactive send-
ing and receiving of messages by the communicators,
as observed through the audiovisual channel. How-
ever, there is no means to evaluate the understanding
of the messages by the communicators, but it is as-
sumed that feedback or the receiver’s reaction should
be presented. This study puts forward a measure of
the communication efficiency, as a combination of
four mutual information estimates between two vi-
sual (Vi), two audio (Ai), and two pairs of audiovisual
features (Ai; Vi). First, the two mutual information
estimates are evaluated for selected regions of inter-
est (ROI), where the communicators may be present
and their speech occurs, as follows:

IAi,Vi =
1
2

log
|RAi | |RVi |
|RAi,Vi |

, (3)

wherei = 1, 2, andRAi , RVi , RAi,Vi stand for em-
pirical estimates of the respective covariance matrices
of the feature vectors (Rutkowski et al., 2003). Next,
the two mutual information estimates indicating si-
multaneous activity in the same modes (audio and
video respectively) are calculated for video streams
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Figure 3: The communication track along the three-
dimensions. This short sequence started when right–
side communicator was the sender, then during three
frames both were active, and finally left side commu-
nicator became the sender.

as:

IV1,V2 =
1
2

log
|RV1 | |RV2 |
|RV1,V2 |

, (4)

and, analogously, for audio streams:

IA1,A2 =
1
2

log
|RA1 | |RA2 |
|RA1,A2 |

. (5)

where RA1,A2 and RV1,V2 are the empirical esti-
mates of the respective covariance matrices for uni-
modal feature sets corresponding to different com-
municator activities. A conceptual graph illustrating
the idea is shown in Figure 2.IA1,V1 and IA2,V2

evaluate the local synchronicity between the audio
(speech) and visual (mostly facial movements) flows
of the observed communicators. It is expected that the
sender should have a higher synchronicity reflecting
the higher activity. IV1,V2 and IA1,A2 are to detect
possible crosstalks in same modalities (audio-audio,
video-video) of the communicators. The latter pair is
also useful to detect possible overlappings in activi-
ties, that have a negative impact on the communica-
tion quality.

The communicator role (i.e. sender or receiver) can
be estimated from the audiovisual mutual information

features extracted and monitored over time. It is as-
sumed that a higher synchronization across the audio
and video features characterizes the active member
- the sender, while the lower synchronization char-
acterizes the receiver. This implies that in efficient
communication, synchronized audiovisual behavior
of the sender and unsynchronized behavior of the re-
ceiver should be observed. From the interactions in
observed and recorded audiovisual streams, the com-
municators’ roles are classified as short-time senders
and receivers (Adler and Rodman, 2003; Rutkowski
et al., 2003). As stated above, the efficient sender-
receiver interaction during communication should in-
volve action and feedback. The correlation of feed-
back with the sender’s actions understood as inter-
laced activities is monitored. The audio-visual syn-
chronicity (the mutual information estimate) is used
for determining the roles. The pair of the mutual in-
formation estimates for the local synchronization of
the senders and the receivers in equation (3) is used
to give clues about concurrent individual activities
during the communication event, while the unimodal
cross-activities estimates from equations (4) and (5)
are used to evaluate the interlaced activities for a fur-
ther classification.

There are many state-of-the-art techniques that at-
tempt to solve the problem of recognition of commu-
nicative activities in particular modalities (e.g. au-
dio only or video only), yet human communication
involves interlaced verbal and nonverbal clues that
constitute efficient or inefficient communication situ-
ations. For every communication situation the mem-
bers are classified as senders, receivers, or in transi-
tion. In the presented approach, the interactions be-
tween individual participants is modeled. The inter-
action constitutes a stream of sequences of measure-
ments, which are classified into streams of recognized
phases using a machine learning algorithm (Hsu and
Lin, 2002). A multistage and a multisensory clas-
sification engine based on the linear support vector
machines (SVM) approach in one-versus-rest-fashion
is used to identify the phases during ongoing com-
munication, based on the mutual information esti-
mates from equations (3), (4), and (5). Results of the
communicator phase classification during an ongoing
conversation are depicted in the form of shaded win-
dows in Figure 3. The dark shades identify the re-
ceiver, while the light shades - the sender. The tran-
sient phases are represented with the same shading
for both communicators.

The communication efficiency, as proposed in
(Rutkowski et al., 2003), is a normalized value cal-
culated from the integration over time of the com-
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Figure 4: The communication atmosphere space
spanned among three dimensions. The trajectory rep-
resents a face–to–face communication situation in a
relatively quite environment.

municator’s role evaluations. It reflects the analysis
of the phases in which the communicators are in the
process (recognized the sender and receiver, or tran-
sient phases), together with the presence of possible
crosstalks in audio and video channels (enhanced or
unsynchronized receiver activities). This measure es-
timates the interaction, and its normalized value is set
to one for smooth and interlaced events, and zero for
completely overlapping communication activities.

The communicative efficiency is estimated as fol-
lows:

C(t) =
(

1− IV1V2(t) + IA1A2(t)
2

)
·

· |IA1V1(t)− IA2V2(t)| , (6)

and it takes values in the range0 ≤ C(t) ≤ 1, since
all the mutual information estimate values are limited
to 〈0, 1〉.

2.3.1 Tracking the Communication Atmosphere

Communication atmosphere, as defined in this study,
is a region in the three-dimensional space (see Fig-
ure 4), obtained by independently estimating the envi-
ronmental impact, the communication efficiency and
the communicators’ emotions in the ongoing com-
munication process. This measure allows for the
communication process evaluation and reconciliation
(e.g. movie authoring).

The communication atmosphere definition can be
formalized as follows:

A(t) = A (E(t), C(t),M(t)) , (7)

where A(t) represents the communication at-
mosphere evaluation at a timet, which is a function
of the environmental estimateE, the communicative
estimateC (also the communication efficiency mea-
sure), and the communicators’ emotion estimateM .

The estimateA(t) is to characterize communica-
tion atmosphere at a given time. Less sensitive mea-
sures are the average values for a given time window:

Aavg(ta,tb) =
1

|tb − ta|
tb∑

t=ta

A(t), (8)

whereta > tb, and short time functions:

Ata,tb
= {A(ta), . . . , A(tb)}, (9)

The short time trajectoriesAta,tb
in the three-

dimensional space can later be used as inputs for
situation classifiers or three-dimensional atmosphere
models, which represent a communicative semantics
modeling problem, in which multiple sequentially
structured simultaneous communication processes
are in a dialogical relationship. In such models, the
particular focus should be put on beats and deixis
(Norris, 2004), as lower-level action structure the
foregrounding and backgrounding of the higher-level
actions that participants are simultaneously engaged
in . The problem of classification of communicative
semantics–related stages is a subject for our future
research, which will explore the ultimate relation be-
tween the communication atmosphere and commu-
nicative situation affordances or communicative situ-
ation norms as proposed by Stamper (1996) and mod-
eled by Kryssanov and Kakusho (2005). The plot of
short time functionsAta,tb

is presented in Figure 4
as a three-dimensional trajectory, and in Figure 3 –
as the three separated bar plots for every dimension
showing a vivid independence in time among the cho-
sen dimensions.

2.3.2 The Atmosphere Reconciliation

The communication atmosphere of a recorded meet-
ing can be reconciled according to the user prefer-
ences or wishes after the proposed analysis is accom-
plished. Once the communication atmosphere fea-
tures are estimated, it is possible to manipulate their
values and appropriately postprocess the recorded
multimedia content to obtain the desired values. It
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is possible to independently manipulate characteris-
tics of the environmental dimension by increasing or
decreasing the auditory or visual presence of the en-
vironment. The information separation discussed in
previous sections can be used in the opposite way to
add or remove the environmental components. In a
similar way, it is possible to edit emotional features
of the communicators’ auditory activities in order to
change the emotional component of the overall cli-
mate of recorded communication. The communica-
tive dimension can also be reconciled by adjusting the
occurrences of communicators’ interactions (e.g. by
adding or removing silent breaks) in time. An ex-
ample of the original and reconciled communication
atmosphere tracks (only for environmental and emo-
tional dimensions in this case) is presented in Fig-
ure 5.

3 Experimental Results

The approach presented in this study was tested in
two experiments. In the first, two sets of cameras and
microphones where used to capture ongoing commu-
nication events. Two pairs of synchronized video and
stereophonic audio streams were recorded. In the
second experiment, we utilized a single high defini-
tion digital video camera (HDV) with a stereo micro-
phone. This setup is similar to usual video record-
ings broadcasted in television channels. Both se-
tups allowed capture of facial areas with higher res-
olution, which are highly synchronized with speech
waveforms (Rutkowski et al., 2003, 2004). In both
experiments conducted in laboratory controlled envi-
ronments, the subjects (communicators) were asked
to talk freely in face–to–face situations. We focused
on the interlaced communication analysis, so that the
subjects were asked to make a conversation with fre-
quent turn taking (the discussion style). Such in-
struction given to subjects had a side effect of in-
creased attention, which had positive impact on our
assumption of intentional communication analysis.
The experiments were conducted to validate the the-
sis, that the separate analysis of the three dimensions
related to communication can be performed and al-
lows for comprehensively describing the process as a
whole (feature independence). For the communica-
tive dimension, estimation of the communication ef-
ficiency is based on mutual information in multime-
dia streams. The track of the integrated communi-
cation efficiency value over an ongoing person-to-
person communication event is shown in Figure 3.
The normalized values close to one indicate the mo-
ments when the interaction was ”proper”, crosstalks
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Figure 5: Communication atmosphere reconciled:
The presented trajectory of a face–to–face commu-
nication was reconciled in the environmental (sub-
traction of environmental noise) and emotional (shift-
ing of the emotional features of the communicators’
voices) dimensions.

in audio and visual channels (the local, negative syn-
chronization) did not occur, and there was only single
active person at each time (the lighter area around the
person in the top box). Low values close to zero cor-
respond to the transitional situations, or when both
parties are active at the same time. The communica-
tive situation analysis in this three-dimensional space
allows for tracking of communication events and later
classifying from obtained trajectories (compere the
shapes of the trajectories of two independent events
with different communicators but with similar discus-
sion topics shown in Figures 4 and 5). The reconcili-
ation procedure was performed over the the recorded
communication after the analysis. In the current ap-
proach any or all the communication atmosphere di-
mensions can be considered. An example of a manip-
ulated atmosphere trajectories before and after recon-
ciliation is presented in Figure 5, where the environ-
mental and mental dimensions were reconciled.

4 Conclusions

This study proposed a three dimensional communi-
cation atmosphere space to analyze and edit multi-
media recorded communication events. It can be said
that the concept of atmosphere analysis and its imple-
mentation was the missing link in contemporary stud-
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ies dealing with communications situation modeling.
The experimental show that it is indeed possible to
estimate and later modify communicative events by
changing the underlaying ”affordances” qualitatively,
based on behavioral analysis of the communicators.
The idea of mutual information evaluation in mul-
timodal sensory data streams makes it possible to
identify the participants and to classify them accord-
ing their role, evaluate their emotional states together
with environmental interferences. Furthermore, sep-
arate adaptation of the proposed atmosphere–related
dimensions, permits us to reconcile the event’s cli-
mate. In the current study, the three dimensions of
the communication atmosphere were considered in-
dependent. Interdependencies between these dimen-
sions will be, as we stated before, addressed in the
authors’ future work.
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Abstract 

 
Generating composite human motion such as locomotion and gestures is important for interactive 
applications, such as interactive storytelling and computer games. In interactive story environment, 
characters do not just stand in one position, they should be able to compose gestures and locomotion 
based on the discourse of the story and other object locations in the scene. Thus in this paper, we 
propose a conversational locomotion for virtual characters. We construct a conversational locomo-
tion network for a virtual environment. The optimal walking path is calculated by a multi-pass 
searching algorithm which use node activation from the story locations and conversation units. The 
character also locally adjusts its position so that it does not occlude the referenced object from 
user’s sight. We have applied our technique to the interactive 3D movie system, the composite mo-
tion of the character’s locomotion and conversation thus strengthens the immersion in the story en-
vironment. 
 

1   Introduction 
In our daily life, human do many composite actions 
simultaneously. Walking and talking is one of the 
typical composite human actions. Composing loco-
motion and gestures is also important for applica-
tions such as interactive movies and games. In the 
interactive story environment, characters do not just 
stand in one positions, they should be able to com-
pose gestures and locomotion based on the series of 
story locations and surrounding objects. 

The proper location and timing of the character is 
influenced by various contexts such as the connec-
tion of scene locations and the current environment. 
The apparent size of objects and the detail of the 
explanation affects how much closer the character 
should move. Connection of the scene locations 
also affects the current position. When the character 
refers to some objects during a conversation, and the 
objects are far from the character’s current position, 
it is time consuming to make the character approach   
the object every time. However, when the refer-
enced object is close to the next scene location, it is 
reasonable that the character moves closer to that 
object. 

In this paper, we propose the conversational loco-
motion for virtual characters. This is done by calcu-

lating the optimal locomotion path which is influ-
enced by both the conversation and the story loca-
tion, the characters then generate composite walking 
and conversation actions. The character also locally 
adjusts its position not to occlude the referenced 
object from user’s sight.  Figure 1 shows a typical 
example of conversational locomotion. In this sce-
nario, the character first explains that the book is in 
the bookshelf over there. In the next scene, the user 
asks about the specific contents of the book and the 
character moves closer to it to then explain more 
about the book. 

2   Related Works 
Locomotion generation has been previously re-
searched  in the computer graphics field with many 

Figure 1. An example of conversational locomotion. The
character generates composite locomotion and gestures using
the story locations and local conversations. 
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Figure 3. A concept of conversational locomotion using simple ex-
ample. How close the character moves to the object_b depends on 
the scene locations and apparent size of the referenced object.  
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Figure 4.  Association of a clause and a key location, where  loco-
motion  is synchronized with a timing of utterance. 

researchers dealing with generating walking motion 
patterns for various situations. Noser et al. 
[1995][1996] presented a navigation model for ani-
mation characters using synthetic visions. Bandi and 
Thalmann [1998] discretized a synthetic environ-
ment into a 3D uniform grid to search paths for 
autonomous characters. Whilst Rose et al. [1998] 
introduced the framework of “verbs and adverbs” to 
interpolate example motions with a combination of 
radial basis functions.  

Rose et al. [1996]  also generated seamless transi-
tions between motion clips using spacetime con-
straints [Cohen 1992]. Gleicher [1998] then simpli-
fied the spacetime problem for motion re-targeting. 
Lee and Shin [1999] presented a hierarchical dis-
placement mapping technique based on the multi-
level B-spline approximation.  

Kovar et al. [2002] introduced a motion graph to 
represent the transitions between poses of the cap-
tured motion data: A node of this graph represents a 
pose, and two nodes are connected by a directed 
edge if they can be followed from one to the other. 
Lee et al. [2002] represented motion data with a 
graph structure, and provided a user interface for 
interactive applications. Arikan and Pullen and Bre-
gler [2002] developed a method for enhancing 
roughly-keyframed animation with captured motion 
data. Li et al. [2002]  developed a two-level statisti-
cal model by combining low-level linear dynamic 
systems with a high-level Markov process.  

Generating gestures from natural languages was 
developed by Cassell [1994][2000].Rickel 
[2002][1999] constructed a conversational  system 
for numerous participants for team training in virtual 
environments. The actions of the characters are con-

trolled using symbolic action descriptions in many 
layers. Towns [1997] mentioned the relationship of 
locomotion and conversation. When the referenced 
object is far from agent’s current position, the agent 
moves near the objects in the 2D screen space until 
the distance from the object is under the pre-decided 
distance. 

3   Synchronization of Conversa-
tion and Locomotion 

3.1   Overview of the architecture 
Figure 2 shows the conversational locomotion archi-
tecture. The system has a locomotion module, con-
versation modules, and a story manager. A story 
consists of a set of scene units and controls the dis-
course of the conversation. A scene unit has a pre-
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Figure 5.  Key location specification. Key location associates 
3D location and standing durations to a clause in utterance to 
control character’s position and timing of walking. 

condition, scene location, and links to a collection of 
possible conversation modules. Proper scene units 
are selected using the pre-conditions, such as envi-
ronment change and the history of the user’s utter-
ance. When a story unit is selected, the possible 
conversation units applied in the scenes are acti-
vated.  
 
Conversation modules have pre-conditions, utter-
ance, corresponding gestures and key locations. Lo-
comotion module dynamically plans locomotion 
paths and generates walking motion pattern based 
on key locations. 
 
3.2   Key location control 
To compose locomotion and conversation, we need 
to decide the character’s location and the timing of 
walking during the conversation. The locations of 
the actors are influenced by where the scenes are 
talking place and the content of the conversations. 
Figure 3 shows a typical example of locomotion 
planning during a conversation. Assume that the 
actor should move from node1 to node3, it is rea-
sonable that the actor stops at node4 if the refer-
enced object is visible enough. 
 
 Locomotion and conversation is composed by con-
sidering following three types of location constraint:  
1) Scene location: The scene location corresponds 

to where the actions and conversations are tak-
ing place. To begin a conversational scene, the 
actor should be at a proper location.  

2) Interpersonal location: The character changes 
relative locations from the other actors during 
conversation. For example, when the character 
begins to talk it needs to approach the other par-
ticipants. When the character tries to explain 
something, visibility of the referenced object is 
also considered to decide interpersonal location. 

3) Referent location: This is the relative locations 
of the character and the referenced object. 

These location constraints are used as key loca-
tions Kn  in the conversational locomotion planning 
(Figure 4). The key location consists of  a position 
in the floor coordinate system, and a standing dura-
tion tk at key location. In  most scenes,  the proper 
standing position of the character has a degree of 
freedom. Key location has a several candidate posi-
tions with different activation values.  

The standing duration of the key location can be 
dynamically changed by the key location control 
rules in the conversation units. For example, the 
initial standing duration can be used to decide how 
long the character can talk with the user at that par-
ticular position. When conversation with the user 
ends, the conversation units set the standing dura-

tion to zero that then causes the character to move 
onto the next scene location. 

3.3   Conversational locomotion network 
Conversational locomotion is controlled by activat-
ing the locomotion network using story locations 
and conversation units. An optimal locomotion path 
is selected by calculating the optimal locomotion 
path with the maximum activation. 
 
Locomotion nodes k represents a point on the floor 
coordinate systems (uk, vk). Characters can walk 
apart from locomotion nodes for local position ad-
justment. The locomotion network Nk=(Gk, lengthk) 
consists of directed graph Gk=(K, E).Where the 
edges representing distance between the nodes are 
represented as lengthk(e). The initial locomotion 
network is constructed by sampling the possible 
standing locations. The candidate node positions are 
story locations and before objects referenced in con-
versation units. To increase the possible locations, 
we randomly sample the possible walking space.   
 
Timing of locomotion is controlled by associating a 
key location at a proper clause in utterance. For ex-
ample, the referent location can be associated with 
clauses including the referenced object. There are 
several methods for associating the key location to a 
clause. When the number of conversational modules 
are limited manual association may be easy. Even if 
the key location specification is pre-determined, the 
actual character motion is dynamically changed de-
pending on the story locations and the order of the 
conversations.  
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The timing of utterance is also synchronized to the 
character locomotion. As in figure 4 (b), the pre-
condition of conversation unit is used to wait until 
the character moves to the proper positions. 
 
4   Conversational Locomotion 
Planning 
Key locations are activated using scene locations 
and activation rules in the conversation modules.The  
locomotion path is dynamically selected by using a 
multi-pass searching algorithm that calculates the 
maximum activated path. When the status of activa-
tion is changed by the conversation units the loco-
motion path is re-calculated. 

4.1   Multiple pass searching 
Multiple key locations are set with a different acti-
vation value. By selecting N-best key locations, the 
possible locomotion segments between key loca-
tions are selected. The total activation along the 
locomotion segments is calculated. Locomotion 
segments between candidate key locations are ob-
tained by Dijkstra method [Dijkstra 1959]. As in 
figure 6, we calculate candidate locomotion seg-
ments such as P00- P01 and  P00- P02 ,to obtain the 
total activation value. 
 
4.2   Activation functions 
In addition to the scene locations, we use the appar-
ent object size and walking size to locally control 
locomotion. Figure 7 (a) and (b) shows the activa-
tion function used in this system. 

1) Apparent object size: )( ,nsPA  

When the apparent size of the referenced object is 
small, the character should move closer until it be-
comes large enough.    We determine the activation 
function as figure 7 (a).  The referent object is 
approximated by a sphere, and the view angle from 
user’s eye position is calculated. Note that the ap-
proximated object size corresponds to the object 
area referred to in the conversation. When the char-
acter refers to a small area of a big object, the ap-
proximated object size is small.  Orientation con-
straints are also integrated by forming activation 
distribution to a specific direction. 

2) Walking distance: ),( ,1, msns PPD +  

When the walking distance from the current location 
of the character is longer, the character tries to avoid 

this longer path. We determine activation function 
as figure 7 (b).   

The total activation values are calculated along lo-
comotion segments.  

V (P0,0,P1,n1
,....,Ps,ns

) 

       ( )[ ]{ }∑ = − −
−+⋅=
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t ntntnt ttt
PPDPAtw

1 ,,1, ),(1)()(
1

αα  

where w(t) is a weighting value. w(t) is used to con-
trol the number of key locations that the character 
should consider.  

Another type of activation function is easily inte-
grated in this framework. For example, the access 
control of the character to a specific area can be 
represented. By setting the negative activation value 
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Figure 9.  The prototype of the interactive 3D movie system.

to the specific locations, the character will avoid 
entering that place. 

4.3   Local position adjustment 
The actor’s position is locally adjusted not to ob-
scure the user’s sight of the referenced object. Fig-
ure 8 shows the concept of local position adjust-
ment. As described in 4.2, we approximate the ref-
erent area by using a sphere. The viewing area of the 
user is calculated from the 3D location of user’s eye 
and the referent object sphere. When the character 
approaches the object, it stops at the intersection of 
the view area and the edges of locomotion networks. 
 
5   Result 
We have applied our composite motion generation 
technique to interactive 3D movie applications. In 
the interactive story environment, actors do not just 
stand at one position. If the actor changes its re-
sponses by user’s input, the actor should then decide 
when and where to move.  

Figure 9 shows the prototype of an interactive 3D 
movie system. The system uses real-time gesture 
and speech recognition to interact with 3D charac-
ters. We capture the user’s gesture by video camera, 
and use silhouette and motion template matching for 
real-time gesture recognition. In the current system, 
the animation rendering module works in 8~10 
frames/sec depending on the number of polygons in 
the scene. In the following experiments, the user’s 
interaction was done in real-time, but the 
demonstration movie was rendered offline for 
display purposes.   

5.1   Composition of locomotion and con-
versation 
Figure 10 shows the result of conversational loco-
motion. To synchronize locomotion and conversa-
tion, we need to decide the location and timing of 
locomotion during conversation. Figure 10 (a) 
shows the snapshot of without locomotion planning, 
whilst (b) shows the snapshot of locomotion plan-
ning. We can see that the actors try to select closer 
positions when explaining detail. 
 
5.2   Synchronization with user’s motion 
Figure. 10 also shows the result of cooperative mo-
tion of the character and user. The user’s view is 
controlled using set of user’s locomotion rules. The 
actor’s attention is controlled by the attention mod-
ule to dynamically switch the walking direction and 

the user’s direction. Such attention generates the 
character awareness of the user’s existence.  
Eye contact is important to generate a feeling that 
the character is aware of the user.  When the charac-
ter is walking and talking simultaneously, it dy-
namically changes attention to the walking direction 
and the user’s direction. We apply attention control 
rules to direct the attention of the characters. 
 
5.3   Limitations 
The current limitation of this system may be we do 
not have a function to detect the user’s walking ac-
tions. Proper combination with user’s locomotion 
devices may be useful for increasing the reality of 
the conversational locomotion. The other limitation 
is that we use simple keyword matching to select the 
conversation module. A more sophisticated lan-
guage analysis and answer selection would be  use-
ful. 
 
 
5   Conclusion 
In this paper, we proposed a conversational locomo-
tion model for virtual characters. By calculating the 
optimal locomotion path influenced by conversation 
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and story locations, the characters generate compos-
ite walking and conversation actions. The character 
also locally adjusts the position considering the 
visibility of the object from the user. We have 
produced an interactive animation sequence using 
our conversational locomotion model. 
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Abstract 

 
In face-to-face communication, conversation is affected by what is existing and taking place within 
the environment.  With the goal of improving communicative capability of humanoid systems, this 
paper proposes conversational agents that are aware of a perceived world, and use the perceptual in-
formation to enforce the involvement in conversation.  First, we review previous studies on nonver-
bal engagement behaviors in face-to-face and human-artifact interaction.  Based on the discussion, 
we implement some engagement functions into a conversational agent embodied in a story-based 
communication environment where multimodal recognition and generation techniques support user-
agent communication.  
 
 

1   Introduction 
In face-to-face conversation, it rarely happens 

that two people are talking in an empty place, but 
conversations are usually affected by what is exist-
ing and taking place within a environment. Con-
versation is embedded in the environment, and es-
tablished by linking linguistic messages to the per-
ceived world (Clark, 2003).  Aiming at improving 
the naturalness and the reality of conversation with 
conversational agents, this paper discusses agents’ 
ability to recognize situational information and ex-
ploit the information to get the user involved in the 
conversation. 

As a similar and more well-defined problem, this 
paper focuses on “engagement” in conversation: 
the process by which two (or more) participants 
establish, maintain and end their perceived connec-
tion during interactions they jointly undertake 
(Sidner et al., 2003).  Grounding is a device con-
tributing to engagement. It is a process of ensuring 
that what has been said is understood and shared 
between the conversational participants (Clark, 
1996).  According to (Clark, 1996; Clark & Schae-
fer, 1989),  attention to the speaker is the most ba-
sic form of signaling understanding by the ad-
dressee.  In addition, analyzing direction giving 
dialogue in which a map is shared between conver-
sational participants, (Nakano et al., 2003) found 
that attention to a shared reference serves as evi-

dence of understanding when it co-occurs with the 
speaker’s direction giving utterances with the map 
manipulation.   

Therefore, not only communicative ver-
bal/nonverbal behaviors directed towards a conver-
sational partner, but also some kinds of nonverbal 
behaviors directing towards a perceived world 
would be useful in establishing engagement.  To 
make conversational agents capable of engagement 
in a situated conversation, the agents should be 
able to be aware of the user’s attention in the envi-
ronment, and establish a communication channel 
by connecting the user’s attention with the linguis-
tic context of the conversation.  

However, previous research on conversational 
agents has mainly focused on the relationship be-
tween a user and a system, and little has been stud-
ied about the agents’ ability to link verbal messages 
to a perceived world.  With the goal of improving 
agents’ engagement capability, this paper discusses 
two types of engagement behaviors: engagement 
cues to a conversational partner, and those to an 
environment.  We also discuss how to implement 
conversational agents that can recognize and gener-
ate these two types of engagement behaviors.  

In the following sections, first, we describe non-
verbal cues for engagement observed in face-to-
face, and human-artifact communication. Then, we 
discuss how to utilize nonverbal cues and situational 
context in order to improve engagement capability 
of conversational agents.  Based on the discussion, 
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we propose a design of conversational agents capa-
ble of recognizing/displaying engagement cues to 
the conversational partner as well as to the environ-
ment.  Finally future directions are discussed. 
 
2   Aspects of engagement 

In our review of conversational engagement, we 
found two types of engagement behaviors: en-
gagement cues directed to a conversational partner, 
and those to a conversational environment.  The 
first type has been discussed in a number of studies 
claiming that nonverbal behaviors are used to 
maintain an interaction by signifying that inter-
locutors have access to each other’s 
communicative actions, such as eye gaze and head 
nod (Argyle & Cook, 1976; Clark, 1996; Clark & 
Schaefer, 1989; Duncan, 1972, 1974; Kendon, 
1967; Rosenfeld & Hancks, 1980).    

Note that not only nonverbal signals directed to 
conversational partners, but also those to a shared 
environment serve as a signal of engagement.  
Whittaker (Whittaker, 2003; Whittaker & O'Conaill, 
1993) claimed that sharing the same physical envi-
ronment is important when tasks require complex 
reference to, and joint manipulations of, physical 
objects. In a shared environment, speakers and lis-
teners can achieve joint attention to an object or 
event introduced in a conversation. These studies 
suggest that attention to a shared reference indicates 
that the interlocutor is engaged in a task as well as a 
conversation.   

In the following subsections, we will review 
studies in these two types of engagement cues with 
respect to face-to-face communication as well as 
human-artifact communication.   

 
2.1   Engagement cues in face-to-face 
conversation 

2.1.1   Engagement cues to conversational part-
ner 

 
In his precise analysis of human greetings,  

Kendon (1967) described a sequence of nonverbal 
cues in greeting interactions.  For example, before 
any greeting can begin, conversational participants 
must sight each other, and identify the other as 
someone they wish to greet.  Then, they change the 
orientation and begin to approach the other.  Once 
they start approaching, both/either of them may 
avert their gaze because keeping looking at directly 
may be a threat for the partner.  Before starting a 
close salutation (and after approaching), they smile, 
hold a head position, and sometimes perform a 
“palm presentation gesture” that the palm of the 
hand is oriented toward the other.  

According to (Argyle & Cook, 1976), eye gaze 
plays an important role in engagement in a conver-
sation. Speakers look up at grammatical pauses to 
obtain feedback from the listener.  Listeners, on the 
other hand, look at speakers to display that they are 
attending to the speaker, and to see the speaker’s 
facial expressions and directions of eye gaze.  
Goodwin (1981) reported that speakers need the 
listener’s gaze to start speaking, suggesting that eye 
gaze is an important engagement signal in conversa-
tion. He also gave interesting examples showing 
how a speaker directs a listener’s attention using 
gestures. He claimed that gesture allows the speaker 
to redirect the listener’s attention without disturbing 
the conversation (e.g., saying, “Look!”) (Goodwin, 
1986).   

Head nods have a similar function to verbal ac-
knowledgements such as “uh huh”, “I see”. A num-
ber of studies of face-to-face communication have 
mentioned that listeners return feedbacks as to 
whether conversation is on the right track, by giving 
visual evidence in the form of head nods and atten-
tion (Argyle & Cook, 1976; Duncan, 1974; Kendon, 
1967).   

(Duncan, 1974) observed nonverbal signals ex-
changed in turn-taking.  In releasing a turn, the cur-
rent speaker stops gesticulation, and drops in a para-
linguistic pitch and/or intensity.  In taking a turn, the 
next speaker shifts head direction away from the 
partner to the environment, and starts gesticulation.   
 
2.1.2   Engagement cues to conversation envi-
ronment 
 

While engagement cues to the conversational 
partner are effective in establishing a communica-
tion channel with the partner, engagement cues di-
rected to an environment are useful to connect lin-
guistic messages with a physical perceived situation.  
Clark (2003) proposed “Directing-to” and “Placing-
for” as conversational device to establish joint atten-
tion by indicating focused objects and events in a 
situated conversation.  

 
Directing-to: Speaker’s signal that directs ad-

dressee’s attention to object o.  
Placing-for: Speaker’s signal that places object o 

for addressee’s attention.  
 
As directing-to behaviors, he listed up various 

kinds of non-verbal behaviors using different body 
parts as shown in Table 1.  Pointing is a typical form 
of directing-to, but there are many other types of 
directing-to acts.  For example, gazing at an object 
has a directing-to function.  More importantly, di-
recting-to acts are combined with verbal behaviors 
to redirect the addressee’s attention.  Demonstrative 
pronouns, such as “this”, “that”, “these”, and 
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“those”, most frequently co-occur with directing-to 
nonverbal behaviors.  For example; saying, “Look at 
that beautiful flower!” while pointing at a flower is a 
combination of verbal and nonverbal directing-to 
behaviors.   

Placing-for is different from directing-to in a 
point that it works by moving an object into the ad-
dressee’s attention.  Most of the placing-for acts are 
concerned with manipulating objects. For example, 
customers at a drug store place soaps and shampoos 
on the counter to make the clerk identify these items 
as what they want to buy (Clark, 2003).  More in-
triguingly, the same device is used in grounding 
what speakers are doing.  If the clerk moved the 
items to a new area on the counter to ring them up, 
that behavior signals that the clerk understands the 
customer’s intention to buy these items.  
Dillenbourg et al. (1996) reported similar phenom-
ena as “multimodal grounding” in a computer medi-
ated communication.   

Directing-to and placing-for are used in indicat-
ing the focused objects in the conversation.  Both of 
these techniques are used to connect a message with 
a perceived world described in the message, and 
allow the addressee to access and perceive the mes-
sage.  

 
2.2   Engagement cues in human-artifact 
communication  

 
Research on Embodied Conversational Agents 

focuses on communication capability of animated 
agents, and has a goal of implementing agents that 
can generate non-verbal behaviors such as head nod, 
gaze towards user and away, and gestures (Cassell et 
al., 2001). The goal of this approach is to improve 
naturalness of human-computer interaction by im-
plementing face-to-face conversational protocols, 
which are mainly concerned with engagement cues 
to a user, into animated agents.   

In contrast, Steve (Rickel & Johnson, 2000) co-
habits 3D virtual worlds with people and other 
agents, so it addressed immersive aspects of dia-
logue in virtual worlds.  This project has been ex-

tended to the Mission Rehearsal Experience (MRE) 
project (Swartout et al., 2001), and a multimodal 
dialogue model was proposed to control a multiparty 
conversation in immersive virtual world (Traum & 
Rickel, 2002).  This model consists of multiple lay-
ers, such as contact, attention, and conversation.  On 
the basis of this model, agents’ engagement behav-
iors can be generated.   

Aiming at improving agents’ ability to interpret 
user’s engagement cues directed to an environment, 
(Nakano et al., 2003) proposed nonverbal grounding 
process model between a user and an agent.  Ana-
lyzing eye gaze, head nods and attentional focus in 
the context of a direction-giving task in face-to-face 
conversation, they investigated joint attention with 
respect to grounding, which is a kind of engagement 
behaviors. They found that listener’s attention to a 
joint shared reference serves as evidence of under-
standing in the grounding process.  Based on the 
results, they implemented an embodied conversa-
tional agent relying on both verbal and nonverbal 
signals to establish common ground in human-
computer interaction.  

Research in communication robots has discussed 
similar issues in terms of social intelligence in ro-
bots (Fong et al., 2003).  Dautenhahn et al., (2002) 
proposed that socially embedded agents are required 
not only to be embodied in an environment in the 
sense that mutual perturbation relationship is estab-
lished between agent and environment, but also to 
be embedded in a collection of other agents and at 
least partially aware of the structures of interactions 
in a given social domain. They also claimed that an 
important ability of socially intelligent robots is to 
track, identify, and interpret visual interactive be-
haviors.  

Based on analyses of face-to-face conversations, 
(Sidner et al., 2003) proposed a humanoid robot 
designed to mimic human conversational gaze be-
havior in collaboration conversation.  They analyzed 
usage of eye gaze in human face-to-face conversa-
tion, and proposed some engagement rules to main-
tain a conversation with a human user.  Moreover, 
(Sidner et al., 2003) proposed communicative capa-
bilities required for collaborative robots:  (a) Con-
versation management, including abilities of turn 

Table 1: Examples of directing-to behaviors 
 

Instrument Index i Example 
Finger Pointing at o That is the book I want. 
Arm Sweeping o All this is yours. 
Head Nodding at o She was standing there 
Finger  Tapping on o This is the book I want 
Foot Tapping on o [of carpet samples] I like this best 
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taking, interpreting the intentions of conversational 
participants, and updating the state of the conversa-
tion; (b) Collaboration behavior to accomplish the 
goal for the conversation (e.g., determining what the 
agent should say and do); (c) Engagement behaviors 
consisting of  initiating, maintaining the interaction, 
and disengaging from the interaction. 
 
3   Immersive conversational 
environment 

Based on the discussion about engagement be-
haviors in the previous section, we implemented a 
conversational agent that recognizes user’s gaze 
direction as a nonverbal engagement cue, and re-
sponds to it in form of agent engagement behaviors. 
The conversational agent displays engagement cues 
to the user, such as greetings and turn-taking non-
verbal signals, as well as those towards the envi-
ronment, such as directing-to behaviors and joint 
attention.   

As a platform system, we are developing a con-
versational environment, IPOC, using a panoramic 
picture as a background. Figure 1 shows a snapshot 
of IPOC.  In IPOC, a conversational agent talks 

about objects and events shown in the background.   
 

Figure 1: IPOC agent snapshot 
 
 
3.1   Overview of the Interaction Control 
Component 
In this section, we describe the Interaction Control 
Component (ICC) in IPOC system. The ICC archi-
tecture is shown in Figure 2. The ICC interprets 
inputs from a speech recognizer and a head tracking 
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Figure 2: Architecture of the Interaction Control Component 
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system, and selects an appropriate story according to 
the conversational and perceptual situation.  It de-
cides verbal and nonverbal behaviors to be per-
formed by conversational agents. The output of the 
ICC is a narrative text on which nonverbal actions 
are annotated.  Then, the text is input to the Agent 
Action Scheduler, where a time schedule for agent 
animations is calculated by accessing a text-to-
speech engine.   

 Finally, according to the time schedule, agent 
animations and speech sound are produced in a syn-
chronized way.  Agent animations are produced by 
Haptek animation system and speech sound is syn-
thesized by HITACHI HitVoice.    
 
3.2   Perceiving user’s actions 
 
Input devices: Available input devices are a speech 
recognizer and a head tracking system (Sato et al., 
2004).  The head tracking system calculates user‘s 
head position and rotation every one 30th of a sec-
ond, and the average of data in a 0.3-second window 
is used as a recognition result.  Using the head pose 
recognition results, the system estimates user’s gaze 
direction on a display. In the current implementa-
tion, the whole display is split into six areas, and the 
system judges which of there areas the user’s gaze 
falls in.  Although this method does not recognize 
accurate gaze direction, we think it is still very use-
ful for perceiving user’s attention without using a 
motion capture.  

 
Understanding Module (UM): The UM interprets 
the user’s verbal and nonverbal input. As a verbal 
input, the UM understands a limited number of sen-
tences recognized by a speech recognition system. 
For example, the UM understands user’s request of 
telling a story about a specific object, like “tell me 
about the collapsed house.”  The user’s gaze direc-
tion recognized by a head tracking system is inter-
preted as user’s directing-to behavior.  By adding 
simple annotation to the background, the system can 
identify objects that the user is looking at (directing-
to) on the background.  
 
Conversation Manager (CM): The CM maintains 
the history and the current state of the conversation. 
The conversation history is a list of story IDs that 
are already told. The conversation state is repre-
sented as a set of values including current story ID, 
agent current position and rotation, and user’s gaze 
direction.  The CM updates the conversation state 
when the system receives user’s input (e.g., change 
of user’s focus of attention), or generates agent ac-
tions such as telling a story and confirming user’s 
intention.  
 

3.3   Presenting a story with nonverbal 
behaviors 
 
Story Selection Module (SSM): When a keyword 
or a sentence is input to the SSM, it retrieves short 
paragraphs from the story DB using a text searching 
algorithm (Kiyota et al., 2002), and the agent pre-
sents them as a story.  The keywords are determined 
by the CM, which looks up the current conversation 
state.  

 
Agent Behavior Selection Module (ABS): The 
ABS generates agent animations for presenting a 
story to the user. Agent gestures emphasizing im-
portant concepts in a story are automatically deter-
mined and scheduled using an agent behavior gen-
eration system CAST (Nakano et al., 2004), which 
selects agent gestures based on linguistic informa-
tion in a Japanese text.    
 
3.4   Generating agents’ engagement be-
haviors 

The Engagement Behavior Generation Module 
(EBG) determines engagement behaviors according 
to the conversation state including user’s attentional 
information. As this study focuses on nonverbal 
engagement behaviors, the current system does not 
much consider verbal engagement behaviors.   
 
First, the system classifies user’s eye gaze into four 
types: (a) attention to the agent, (b) to a joint refer-
ence, (c) to other objects in the background, and (d) 
disengaging. When the user’s attentional state is in 
(a)-(c), the system assumes that the user is engaged 
in the conversation with the agent.  Agent’s en-
gagement behaviors in each case are determined as 
follows.  
 
(a) Attention to the agent 
(a-1) When the user looks at the agent before start-
ing an interaction with the agent, the system inter-
prets the user’s gaze as an engagement behavior 
signaling that the user would like to start a conversa-
tion with the agent.  In this case, the EBS generates 
verbal and nonverbal greeting behaviors to start a 
conversation.  In addition, we implemented some 
kinds of conversation initialization cues (Kendon, 
1967) which have been mentioned in Section 2.1.   

 
(a-2) When the user pays attention to the agent dur-
ing a story, the system judges that the user is en-
gaged in the agent’s narrative.  To maintain this 
relationship, the EBS generates agent’s glancing at 
the user, and demonstrates that the agent checks the 
user’s status.  In addition, the system confirms 
user’s understanding if it necessary.  Nakano et al., 
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(2004) reported that listener’s keeping staring at the 
speaker is a signal of not-understanding, and in such 
a case, the speaker needs to give additional explana-
tion to the listener about ungrounded matters.   
 
(a-3) When the user keeps gazing at the agent after a 
story is ended, the EBS requests the SSM to start a 
new story which is related to the previous one.  
Then, the SSM sends back information about a new 
focused object to the EBS.  By using this informa-
tion, the EBS generates directing-to behaviors in 
order to redirect the user’s attention to the new fo-
cused object smoothly.  Figure 3 shows an example 
of directing-to behavior by the agent. In this exam-
ple, the agent redirects the user’s attention to the 
roof of the house by directing her head and upper 
torso towards the house and pointing at it at the be-
ginning of a story about a collapsed house.   
 
 

Figure 3: Agent directing-to behavior 
 
 
(b) Attention to a joint reference 
(b-1) In IPOC, the user’s attention to a reference can 
be possible while the agent telling a story. In this 
case, the EBS generates agent’s looking at the fo-
cused object to establish joint attention with the 
user.  
 
(c) Attention to other objects 
(c-1) If the user looks at an object which is not the 
current focused object, the EBS generates gestures 
more aggressively to draw back user’s attention to 
the agent.   
 
(c-2) After finishing a story, the user has a chance to 
choose a new story by looking at an object in the 
background. If the CM finds that the user is inter-
ested in an object that is different from the previous 
focused object, the EBS requests the SSM to select a 
story related to the object.  When a story is chosen, 
it is presented by the agent while the EBS generates 
agent’s gaze at the new focused object to establish 

joint attention.  From user’s point of view, it looks 
as if the agent follows the user’s directing-to behav-
ior, and tells a story about her/his focused area.   
 
(d) Disengaging 
(d-1) If the user completely looks away from the 
display, the system assumes that the user is disen-
gaged from the interaction with the agent. So, the 
system asks the user whether s/he wants to stop the 
conversation and generates farewell greetings.  
 
Functions of these agent’s engagement behaviors 
can be classified into four types: initiation of a con-
versation, maintaining a conversation, transition of 
topic, and disengaging from an interaction. The 
mapping between the functions and types of en-
gagement behaviors is shown in Table 2.   
 

Table 2: Functions of engagement behaviors per-
formed by an agent 

Function Type 
Initiation (a-1) 
Maintaining  (a-2), (b-1), (c-1) 
Transition (a-3), (c-2) 
Disengagement (d-1) 

 
 
5   Conclusion and Future Work 

This paper proposed a conversational agent ca-
pable of recognizing/displaying nonverbal engage-
ment behaviors. First, we reviewed previous studies 
addressing engagement behaviors in face-to-face 
interaction and those in human-artifact interaction. 
Based on the discussion, we have proposed a design 
of a conversational agent having engagement capa-
bility.  We implemented a prototype system of a 
story-based immersive communication environment, 
IPOC. In IPOC, conversational agents tell stories 
about a situation shown in a background picture, and 
interact with users while recognizing/displaying 
nonverbal engagement cues. 

We admit that a lot of works need to be done to 
improve the current mock-up system. First, it is 
definitely necessary to improve the engagement 
behavior recognition algorithm because the current 
system only employs a simple gaze estimation using 
head pose information. It would be useful to recog-
nize head nod, which is another very useful nonver-
bal engagement cue.   

Second, although we focused on nonverbal en-
gagement behaviors, engagement itself can be ac-
complished verbally as well as nonverbally. Re-
search on verbal engagement and the combination of 
verbal and nonverbal engagement behaviors would 
be an important future work.  

133



Moreover, as a study of human interface design, 
evaluating effectiveness of agents’ engagement ca-
pability in human-computer interaction will be in-
dispensable.  It would be necessary to examine 
whether the implemented behaviors actually look 
human-like, and contribute to better engagement and 
natural interaction.  

Finally, while this paper has mainly focused on 
conversational virtual agents, it would be interesting 
to apply agents’ engagement functions to robots.  As 
robots inhabit a physical world and can change the 
world by manipulating objects, capability of en-
gagement may be effective to improve robot‘s com-
munication capability.   
 

Acknowledgements 
We would like to express special thanks to Prof. 
Sato and Mr. Oka, who kindly provided us their 
head tracking technology for this study.  Thanks to 
Masashi Okamoto, Kazunori Okamoto, and Toshi-
hiro Murayama in helping me conduct this study.  
This study was supported by Mission-oriented Pro-
gram I in RISTEX, which was established under the 
joint auspices of the Japan Science and Technology 
Corporation (JST) and the Japan Atomic Energy 
Research Institute (JAERI). 
 
References 
Argyle, M., & Cook, M. (1976). Gaze and Mutual 

Gaze. Cambridge: Cambridge University 
Press. 

Cassell, J., Bickmore, T., Campbell, L., 
Vilhjalmsson, H., & Yan, H. (2001). More 
Than Just a Pretty Face: Conversational Proto-
cols and the Affordances of Embodiment. 
Knowledge-Based Systems, 14 (2001), pp. 55-
64. 

Clark, H. H. (1996). Using Language. Cambridge: 
Cambridge University Press. 

Clark, H. H. (2003). Pointing and Placing. In Kita, 
S. (Ed.), Pointing. Where language, culture, 
and cognition meet. NJ: Hillsdale NJ: Erlbaum. 

Clark, H. H., & Schaefer, E. F. (1989). Contributing 
to discourse. Cognitive Science, 13, pp. 259-
294. 

Dautenhahn, K., Ogden, B., & Quick, T. (2002). 
From Embodied to Socially Embedded Agents 
- Implications for Interaction-Aware Robots. 
Cognitive Systems Research 3(3), Special issue 
on Situated and Embodied Cognition, pp. 397-
428. 

Dillenbourg, P., Traum, D. R., & Schneider, D. 
(1996) Grounding in Multi-modal Task-

Oriented Collaboration. In Proceedings of Eu-
roAI&Education Conference. 

Duncan, S. (1972). Some signals and rules for tak-
ing speaking turns in conversations. Journal of 
Personality and Social Psychology, 23(2), pp. 
283-292. 

Duncan, S. (1974). On the structure of speaker-
auditor interaction during speaking turns. Lan-
guage in Society, 3, pp. 161-180. 

Fong, T., Nourbakhsh, I., & Dautenhahn, K. (2003). 
A Survey of Socially Interactive Robots,. Ro-
botics and Autonomous Systems, 42((3-4)), pp. 
143-166. 

Goodwin, C. (1981). Achieving Mutual Orientation 
at Turn Beginning, Conversational Organiza-
tion: Interaction between speakers and hearers 
(pp. 55-89). New York: Academic Press. 

Goodwin, C. (1986). Gestures as a resource for the 
organization of mutual orientation. Semiotica, 
62(1/2), pp. 29-49. 

Kendon, A. (1967). Some functions of gaze direc-
tion in social interaction. Acta Psychologica, 
26, pp. 1-47. 

Kiyota, Y., Kurohashi, S., & Kido, F. (2002) "Dia-
log Navigator" : A Questions Answering Sys-
tem based on Large Text Knowledge Base. In 
Proceedings of The 19th International Confer-
ence on Computational Linguistics (COLING 
2002), (Taipei), pp. 460-466. 

Nakano, Y. I., Okamoto, M., Kawahara, D., Li, Q., 
& Nishida, T. (2004) Converting Text into 
Agent Animations: Assigning Gestures to Text. 
In Proceedings of Human Language Technol-
ogy Conference of the North American Chap-
ter of the Association for Computational Lin-
guistics (HLT-NAACL 2004), Companion Vol-
ume, (Boston), pp. 153-156. 

Nakano, Y. I., Reinstein, G., Stocky, T., & Cassell, 
J. (2003) Towards a Model of Face-to-Face 
Grounding. In Proceedings of the 41st Annual 
Meeting of the Association for Computational 
Linguistics (ACL03), (Sapporo, Japan), pp. 
553-561. 

Rickel, J., & Johnson, W. L. (2000). Task-Oriented 
Collaboration with Embodied Agents in Vir-
tual Worlds. In Cassell, J. & Sullivan, J. & 
Prevost, S. & Churchill, E. (Eds.), Embodied 
Conversational Agents (pp. 95-122). Cam-
bridge, MA: MIT Press. 

Rosenfeld, H. M., & Hancks, M. (1980). The Non-
verbal Context of Verbal Listener Responses. 
In Key, M. R. (Ed.), The Relationship of Ver-
bal and Nonverbal Communication (pp. 194-
206). New York: Mouton Publishers. 

Sato, Y., Oka, K., Nakanishi, Y., & H. Koike. 
(2004) Video-based tracking of user's motion 
and its use for augmented desk interface. In 
Proceedings of IEEE Int'l Conf. Automatic 

134



Face and Gesture Recognition (FG 2004), pp. 
805-809. 

Sidner, C. L., Lee, C., & Lesh, N. (2003) Engage-
ment Rules for Human-Robot Collaborative In-
teractions. In Proceedings of IEEE Interna-
tional Conference on Systems, Man & Cyber-
netics (CSMC), Vol. 4, pp. 3957-3962. 

Swartout, W., Hill, R., Gratch, J., Johnson, W. L., 
Kyriakakis, C., Labore, K., Lindheim, R., 
Marsella, S., Miraglia, D., Moore, B., Morie, 
J., Rickel, J., Thiebaux, M., Tuch, L., Whitney, 
R., & Douglas, J. (2001) Toward the holodeck: 
Integrating graphics, sound, character and 
story. In Proceedings of 5th International Con-
ference on Autonomous Agents. 

Traum, D., & Rickel, J. (2002) Embodied Agents for 
Multi-party Dialogue in Immersive Virtual 
Worlds. In Proceedings of the first Interna-
tional Joint Conference on Autonomous Agents 
and Multi-agent Systems (AAMAS 2002), pp. 
766-773. 

Whittaker, S. (2003). Theories and Methods in Me-
diated Communication. In Graesser, A. (Ed.), 
The Handbook of Discourse Processes: MIT 
Press. 

Whittaker, S., & O’Conaill, B. (1993) Evaluating 
videoconferencing. In Proceedings of Compan-
ion Proceedings of CHI  Human Factors in 
Computing Systems, ACM Press.  

 

135



Eye Movement as an Indicator of Users’ Involvement
with Embodied Interfaces at the Low Level

Chunling Ma⋆
⋆Dept. of Information and Communication Eng.

Graduate School of Information Science and Technology
University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan
macl@miv.t.u-tokyo.ac.jp

Helmut Prendinger†
†National Institute of Informatics
2-1-2 Hitotsubashi, Chiyoda-ku

Tokyo 101-8430, Japan
helmut@nii.ac.jp

Mitsuru Ishizuka⋆
‡Dept. of Information and Communication Eng.

Graduate School of Information Science and Technology
University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan
ishizuka@miv.t.u-tokyo.ac.jp

Abstract

In this paper, we motivate an approach to evaluating the utility of animated interface agents that is based
on human eye movements rather than questionnaires. An eye tracker is employed to obtain quantitative
evidence of a user’s focus of attention. The salient featureof our evaluation strategy is that it allows
us to measure important properties of the user’s interaction experience on a moment-by-moment basis.
We describe an empirical study in which we compare attendingbehavior of participants watching the
presentation of an apartment by three types of media: an animated agent, a text box, and speech only.
Users’ eye movements may also shed light on theirinvolvementin following a presentation.

1 Introduction

Animated interface agents have attracted consider-
able interest and attention in recent years, mainly
for their ability to emulate human–human commu-
nication styles that is expected to improve the in-
tuitiveness and effectiveness of user interfaces (see,
e.g. Andŕe et al. (1996) for early work in this area).
Following this user interface paradigm, a consider-
able number of animated agent (or character) based
systems have been developed, ranging from infor-
mation presentation and online sales to personal as-
sistance, entertainment, and tutoring (Cassell et al.,
2000; Prendinger and Ishizuka, 2004b). While signif-
icant progress has been made in individual aspects of
animated agents, such as their graphical appearance
or quality of synthetic voice, evidence of their pos-
itive impact on human–computer interaction is still
rare. The most well-known evaluation studies have
been directed towards showing the ‘persona effect’,
stating that animated agents can have a positive ef-
fect on the dimensions of motivation, entertainment,
and perceived task difficulty (Lester et al., 1997; van
Mulken et al., 1998).

A common feature of most evaluations of interface
agents is that they are based on questionnaires and
focus on the user’s experience with the systems host-
ing them, including questions about their believabil-
ity, likeability, engagingness, utility, and ability to at-
tract attention. However, as Dehn and van Mulken
(2000) pointed out, the broad variety of realizations
of animated agents and interaction scenarios compli-
cates their comparison. More importantly, subtle as-
pects of the interaction, such as whether users pay at-
tention to the agent or not, cannot be deduced reliably
from self-reports (Nisbett and Wilson, 1977).

Furthermore, the concept of a user’sinvolvement
when interacting with computers has recently been
discussed in the areas of Social Intelligence De-
sign and Conversational Informatics (Nishida, 2001;
Prendinger and Ishizuka, 2004a). While the term “in-
volvement” embraces a wide range of concepts, in-
cluding immersion and engagement (over a possibly
extended time span), we want to consider involve-
mentat the low level– whether the user is attending
to designated objects of the interface – which seems
to be an important prerequisite for any ‘higher level’
notion of involvement.
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Figure 1: An animated agent presents the living room.

In this paper, we want to propose a different ap-
proach to evaluating animated agents, one that is
based on eye movement behavior of users interact-
ing with the interface. Although gaze point and fo-
cus of attention are not necessarily always identical,
a user’s eye movement data provide rich evidence
of the user’s visual and (overt) attentional processes
(Duchowski, 2003). The movements of the human
eye can be used to answer questions such as:

• Is the user paying attention to the interface
agent?

• To which part of the agent (face or body) is the
user attending to?

• Can the agent’s verbal or gestural behavior di-
rect the user’s focus of attention?

Hence, eye movement data can offer valuable infor-
mation relevant to the utility of animated agents and
the usability of interfaces employing those agents.
The tracking of eye movements lends itself to reli-
ably capturing the moment-to-moment experience of
interface users, which is hard to assess by using post-
experiment questionnaires.

We will track and analyze eye movements while
users are following the web page based presentation
of different rooms of an apartment. Three types of
presentations will be contrasted: (i) An animated in-
terface agent presents the apartment using speech and
gestures (see Fig. 1), (ii) the apartment is presented

by means of a text-box and read out by speech, or
(iii) the presentation is given by speech only.

The rest of the paper is organized as follows. The
next section overviews work related to using eye
movement as an evaluation method for user inter-
faces. The core part of the paper (Sect. 3) is devoted
to the description of an experiment that provides both
spatial and temporal analyses of users’ eye move-
ments during a presentation. The paper is rounded
off by conclusions.

2 Related Work

This section reports on work that employs eye move-
ments in the context of user interfaces. Eye move-
ment data have been analyzed for two purposes,di-
agnosticand interactive. In the diagnostic use, eye
movement data provide evidence of the user’s atten-
tion and can be investigated to evaluate the usability
of interfaces (Faraday and Sutcliffe, 1996; Goldberg
and Kotval, 1999). In the interactive use, a system re-
sponds to the observed eye movements and can thus
be seen as an input modality (Duchowski, 2003).

Goldberg and Kotval (1999) performed an analysis
of eye movements in order to assess the usability of
an interface for a simple drawing tool. Comparing a
‘good’ interface with well-organized tool buttons to a
‘poor’ interface with a randomly organized set of tool
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buttons, the authors could show that the good inter-
face resulted in shorter scan paths that cover smaller
areas. The measure of interest in their study is effi-
cient scanning behavior, i.e. a short scan path to the
target object. While this measure might not have high
priority in our application domain, the merit of this
study is to have introduced a systematic classifica-
tion of different measures based on (temporal) scan
paths rather than on cumulative (spatial) fixation ar-
eas. The temporal succession of transitions between
different areas of attention is particularly relevant to
investigate the effect of deictic references of animated
agents to interface objects.

Faraday and Sutcliffe (1996) investigated atten-
tional processing and comprehension of multimedia
presentations. Core findings of the authors relevant
to our domain can be summarized along the follow-
ing dimensions:

Shifts of attention.

• A moving interface object induces a shift of at-
tention to the object in motion.

• Attention is re-oriented when the presentation
scene shifts.

• Labelling a presentation object produces fixation
shifts between the object and the label.

Locked attention. A viewer’s attention is locked
when a moving object is processed, so that other pre-
sentation objects which are concurrently changed are
not attended to.

Auditory language processing and attention.Com-
prehension of objects being presented visually with
a spoken comment is increased only if both media
types produce a single unified proposition.

The last mentioned item has also been investigated
by Cooper (1974) who reports that people who simul-
taneously listen to speech and a visual object featur-
ing elements that are semantically related to the spo-
ken information tend to focus on the elements that are
most closely related to the meaning of the currently
heard spoken language (see also Duchowski (2003,
p. 167)).

Witkowski et al. (2001) employ eye-tracking tech-
nology in order to assess user attention while inter-
acting with an animated interface agent based online
sales kiosk. In this setting, the interface agent pro-
vides help to the user and presents a product (a se-
lection of wines). The authors conjecture that the
agent will direct the attention of the users to the item
of interest (help buttons, pictures of wines), follow-
ing the agent’s verbal comments. However, the re-
sults of their study do not support this hypothesis. In

the experiment, a character agent controlled by the
Microsoft Agent package (Microsoft, 1998) has been
chosen with the text balloon enabled that depicts the
text that is currently being spoken. The results reveal
that users mostly focus on reading the text, rather than
attending to the agent or to the product. In our study,
we thus decided to disable the text balloon in order to
avoid this problem. For the time that users were look-
ing at the agent (face, gesture, body), the face was
focussed on the most. In general, Witkowski et al.
(2001) observed that interface agents do attract the
attention of users. Similar results have been obtained
by Takeuchi and Naito (1995) who compared an in-
terface featuring either a (facial) agent or an arrow.

Besides its diagnostic role, eye movement data
have also been used as an additional input modality
to character-based intelligent systems. For instance,
Qu et al. (2004) consider a user’s focus of attention
(among others) to decide an appropriate response in
the context of educational software, and Nakano et al.
(2003) investigate attentional focus (among others) in
the setting of a direction-giving task.

3 Method

3.1 Experimental Design

A presentation of an apartment located in Tokyo
has been prepared using a web page based inter-
face (Mansions, 2004). The apartment consists of
six rooms: living room, bedroom, dining room, den,
kitchen, and bathroom. Views of each room are
shown during the presentation, including pictures of
some part of the room and close-up pictures of e.g. a
door handle or sofa. Three versions of the apartment
show have been designed for the experiment:

• Agent (& speech) version.A character called
“Kosaku” presents the apartment using synthetic
speech and deictic gestures (see Fig. 1). The
character is controlled by a version of MPML
(Prendinger et al., 2004).

• Text (& speech) version.The presentation con-
tent of each scene is displayed by a text box and
read out by Microsoft Reader.

• Voice (only) version. Synthetic speech is the
only medium used to comment on the apartment.

The main purpose of programming the Text and Voice
versions was to provide interfaces that represent con-
ceivable presentation types and can be compared to
the Agent version in terms of the user’s eye move-
ments. The same type and speed of (synthetic) voice
was used in all versions.
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3.2 Subjects

Fifteen subjects (3 female, 12 male), all students or
staff from the University of Tokyo, participated in
the study (5 in each version). Their age ranged from
24 to 33 (mean 28.75 years). They were recruited
through flyers and received 1,000 Yen for participa-
tion. In some cases the calibration process of the eye
tracker was not successful due to reflections of con-
tact lenses. Those subjects were excluded from the
experiment beforehand.

3.3 Apparatus

The presentation of the apartment was hosted on a
computer with a 17 inch (42.5 cm) monitor (the main
monitor). A second computer was used to control the
eye tracking system, a NAC Image Technology Eye-
mark Recorder model EMR-8B (NAC, 2004). The
eye mark recorder is shown in Fig. 2 and the experi-
mental setup is shown in Fig. 3.

Figure 2: NAC EMR-8B eye tracker.

The EMR eye tracker uses two cameras directed to-
ward the subject’s left and right eye, respectively, to
detect their movements by simultaneously measuring
the center of the pupil and the position of the reflec-
tion image of the IR LED on the cornea. A third cam-
era is faced outwards, in the direction of the subject’s
visual field, including the main monitor. The system
has a sampling rate of 60 Hz. The subject’s head pos-
ture was maintained with a chin rest, with the eyes at
a distance of 24 inch (60 cm) from the main monitor.
A digital video recorder that captured the data from
the third camera was connected to the computer that
processed the eye movements.

The subjects were also connected to a bio-signal
encoder that provides skin conductance (SC) and
heart rate (HR) sensors. The bio-signal part of the
experiment will not be reported here.

3.4 Procedure

Subjects were first briefed about the experiment.
They were told that an apartment will be shown to
them, and that they would be asked general questions
about the apartment afterwards. They were also in-
structed to watch the demonstration carefully since
they should be able to report features of the apartment
to others.

The subjects were first put on the cap with the eye
tracker. Calibration was performed by instructing the
subject to fixate nine points in the screen area. Af-
ter that, the subjects were shown the presentation that
lasted for 8 minutes. Finally, the subjects were freed
from the tracking equipment, and asked to fill out a
questionnaire in order to report on their perception
of the interface and to answer some content-related
questions concerning the presented material.

3.5 Data Analysis

For analysis, the recorded video data of a presentation
were first divided into individual scenes. A scene is a
presentation unit where a referring entity (agent, text
box, or voice) describes a reference object (an item of
the room). Only the Agent and Text versions feature
a visible referring entity. In Fig. 1, the scene consists
of the agent performing a hand gesture to its right and
introducing the living room. In order to be able to
compare the three versions, scenes where the agent
or text box moves from one location were left out.
For each scene (41 in total), the following four screen
area categories were defined:

• The area of a (visible) referring entity is either
the smallest rectangle demarcating the agent or
the text box (the agent area is further subdivided
into face and body areas).

• The area of the reference object is the smallest
rectangle demarcating the object currently de-
scribed.

• The layout area (a designated, permanent refer-
ence object) is the field on the screen that dis-
plays the layout of the room.

• Other screen areas.

A program has been written that first maps eye-
tracking data toxy-coordinates of the video se-
quence, and then counts the gaze points in each of
the four categories.

When eye movements are relatively steady for a
short period in one area, they are calledfixations
whereas rapid shifts from one area to another are
called saccades(Duchowski, 2003). During a sac-
cade, no visual processing takes place. If a cluster of
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Figure 3: Experimental setup.

gaze points has less than 6 entries, it was categorized
as part of a saccade (Goldberg and Kotval, 1999). All
data accounted for in the analysis are derived from
the activity of subjects’ left eyes.

3.6 Results

The core of our results was distilled from analyzing
subjects’ eye movements. The level of statistical sig-
nificance was set to 5%.

Focus of Attention Hypothesis. The ability of the
interface to direct a subject’s focus of attention to ref-
erence objects has been tested in two ways, spatial
and spatio-temporal. Thespatialanalysis counts the
gaze points that fall within areas of interest, specif-
ically the reference object area and the layout area.
Except for the introductory episode, the layout is not
explicitly referred to during the presentation although
it may serve as an orientation aid for users. The hy-
pothesis is tested by restriction to those scenes where
the referring entity (agent, text, voice) refers to some
item of the apartment. An between–subjects analy-
sis of variance (ANOVA) showed that users focus on
the reference objects more in the Voice version than
in either of the Agent or the Text version (F (2,9) =
8.2; p = 0.009). The mean values are indicated in
Fig. 4. The result for the map area, while not statis-
tically significant, shows a tendency toward a similar
distribution of gaze points (F (2,9) = 2.8;p = 0.11).
(For a comparison between gaze points in the agent
and text box areas, see the Locked Attention Hypoth-
esis below.)

Those results suggest that gaze points are not ran-
domly distributed across the screen area but depend

Figure 4: Impact of Agent vs. Text vs. Voice version
on gaze points in reference object area and layout
area.

on the presence or absence of a visible presentation
medium. When an agent or a text box is present,
users’ attentional focus is more evenly shared be-
tween the presentation medium and the presented ma-
terial.

Locked Attention Hypothesis. This hypothesis
compares the portions that subjects focus on the agent
(face or body) or the text box, which reveals text line
by line. The mean for the agent is 18% of the total
number of gaze points, and the mean for the text box
is 32%. Thet-test (one-tailed, assuming unequal vari-
ances) showed that subjects look significantly more
often at the text box (t(6) =−2.47;p = 0.03).

This result can be seen as evidence that users spend
considerable time for processing an object that grad-
ually reveals new information. Locked attention can
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Figure 5: “To your left is the layout of the apartment.
As you can see, the apartment includes: bedroom, liv-
ing room, dining room, den, kitchen and bathroom.”

prevent users from attending to other salient informa-
tion (Faraday and Sutcliffe, 1996).

Shift of Attention Hypothesis. While a spatial anal-
ysis can indicate where attention is spent, it cannot
reveal the nature of how users traverse the interface
when watching a presentation. In order to address
those more complex aspects of intelligent interfaces,
we performed a (preliminary)spatio-temporalanaly-
sis of eye movement data. Figure 5 depicts a screen
shot of the original view (taken by the outward di-
rected camera of the EMR-8B system) of a subject in
the Agent version. The dark colored dots are gaze
points drawn by our program. The numbers have
been added to the screen shot by hand. The frames
around the agent (face, body) and the layout have
been re-drawn for clarity. When the agent speaks the
sentence in Fig. 5, the subject’s focus of attention is
first on the agent’s face, next on the layout area, then
it traverses back to the agent’s face, and finally shifts
to the layout area.

A more detailed description of one subject’s atten-
tional shifts is shown in Fig. 6. The rectangles above
the sentences of the introductory episode of the apart-
ment presentation indicate the focus of the subject’s
attention. The surface structure of the sentences is
synchronized with attentional focus. Observe that the
subject initially shifts attention between the agent and
the living room (the reference object), and when the
agent says “The space of this apartment is 78 square
meters”, the subject focuses on the layout that depicts
the size of the apartment. In the following, the subject
partly attends to the agent’s gesture, and after some
occasional shifts to other areas, fixates on the layout.
When the agent explains how the rooms are marked,

Figure 6: Example of attentional shifts in the intro-
ductory episode of the presentation.

the subject is apparently not attending to the layout
during the utterance of the sentence.

The attentional shifts in the example of Fig. 6 sug-
gest that users can perceive animated agents to pos-
sess a certain degree of competence, such as direct-
ing the user to locations of interest. Even more im-
portantly, it demonstrates how a user re-directs atten-
tional focus back to the agent after being directed to
a reference object, which supports the interpretation
of users expecting agents to provide them conversa-
tional cues and other meaningful information.

As a first attempt to provide a systematic spatio-
temporal analysis of eye movements for intelli-
gent embodied interfaces, we propose a Instructor–
Reference–Instructor (IRI) triple as a basic unit for
evaluation. An IRI denotes a situation where the user
first attends to an instructor, a referring entity like an
agent or a text box, then focuses on a reference ob-
ject, and afterwards shifts attention back to the in-
structor. IRIs appear to be important interaction pat-
terns in conversation, including direction-giving tasks
(Nakano et al., 2003), and strong indicators of the in-
structor being conceived of as a social actor.

As a preliminary evaluation, we compared the
number of IRIs of the Agent and Text versions for the
episode displayed in Fig. 6 (plus one sentence). Here,
both the living room and the layout qualify as refer-
ence objects. Figure 6, e.g., has 4 IRIs. Thet-test on
the small sample was not significant (t(5) = 1.75;p
= 0.07). The means are: Agent (4.34) and Text (2).
While this outcome indicates a tendency, further anal-
ysis with more episodes is needed to support the hy-
pothesis that animated agents trigger conversational
behavior in users.
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Agent Face–Body Hypothesis.This hypothesis has
been tested by summarizing gaze points that are con-
tained in either the agent face or the agent body re-
gion. It could be shown that subjects were looking
mostly at the agent’s face (mean = 83.1%; stdev =
6.8), which supports the hypothesis that users inter-
act socially with interface agents.

Questionnaire. The questionnaire contained two
types of questions, one focusing on the subjects’ gen-
eral impression of the presentation, the other on the
subjects’ ability to recall shown items. In the first
set of questions, subjects were asked (i) whether they
would want to live in the apartment, (ii) whether they
would recommend the apartment to a friend, and (iii)
whether they thought the presentation helped them in
their decision to rent the apartment. A 5 point Lik-
ert scale was used, ranging from “1” (strongly agree)
to “5” (strongly disagree). The intention of questions
(i) and (ii) was to investigate the effect of the pre-
sentation type on the users’ perception of the apart-
ment, but there were no results of statistical signif-
icance. An ANOVA of the third question, however,
showed that subjects judged the Voice version to be
more helpful that either of the other versions (F (2,12)
= 8.9; p = 0.004). The means are: Agent (2.2), Text
(2.8), and Voice (1.2).

The second set of questions (eight in total) asked
subjects for details of the presentation, such as “What
could you see from the window in the living room?”.
Answers could be chosen from three options. The
percentage of correct answers was 81.25% for the
Agent version, 80% for the Text version, and 87.5%
for the Voice version.

The results obtained from the questionnaire indi-
cate that a presentation given by a disembodied voice
is superior to an embodied agent or text together with
underlying speech. This outcome supports the in-
terpretation of agents carrying the risk of distracting
users from the material being presented (van Mulken
et al., 1998). On the other hand, agents might pro-
vide a more enjoyable experience to the user, but that
dimension was not tested in the present study.

4 Conclusions

It is often argued that animated agents are endowed
with embodied intelligence– they are able to employ
human-like verbal and gestural behavior to behave
naturally toward users (Cassell et al., 2000). How-
ever, little quantitative evidence exists that users also
interact naturally with embodied agents in terms of
involuntary indicators of interactivity such as atten-
tional focus, which is an important prerequisite for

their utility as virtual interaction partners. The same
is true for the question to what extent users are in-
volved in their interaction with embodied agents.

This paper has introduced a novel method for eval-
uating the interaction of users with animated interface
agents, which is based on tracking users’ eye move-
ments. In terms of involvement in the interaction,
this method allows us to evaluate whether users are
involved at the low leveland hence focus of the in-
tended interface objects.

Primarily, it was demonstrated that the attentional
focus hypothesized from gaze points constitutes a
rich source of information about users’ actual inter-
action behavior with computer interfaces. Both cu-
mulative and temporal analyses of attentional focus
revealed that users interact with animated agents in
an essentially natural way. They follow the verbal
and non-verbal navigational directives of the agent
and mostly look at the agent’s face. Unlike a tex-
tual interface (one revealing text line by line) that
seems to capture users’ attention to a high degree,
users seem to attend to the visual appearance of the
agent in a balanced way, with shifts to and from the
object currently being presented. Although this re-
sult does not offer an interpretation as distinct as gaze
behavior in grounding during face-to-face interaction
(Nakano et al., 2003), it can provide valuable insights
into the usability of the interface.

Besides an extended investigation of the obtained
user gaze point data for spatio-temporal analysis, fu-
ture work will also include the definition of compre-
hensive temporal measures of analysis for character-
based interactive interfaces. A further interesting fu-
ture direction is to track and analyze users’ pupil di-
lating that has been shown as an index for confusion
and surprise (Umemuro and Yamashita, 2003) and for
affective interest (Hess, 1972).
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?Multimedia Concepts and Applications

Faculty of Applied Informatics
University of Augsburg

{rehm |andre }@multimedia-werkstatt.org

Abstract

In order to build embodied conversational agents that are able to communicate with the user in a more
natural manner, the consideration of social aspects seems inevitable. One aspect of social interaction is
the use of politeness strategies. In this paper, we report on a corpus study we conducted in order to shed
light on the co-occurrence of gestures and verbal politeness strategies in face threatening situations.
The results of the study will be used to inform rules for the selection of gestures in an ECA.

1 Introduction

Embodied conversational agents (ECAs) are becom-
ing more and more realistic in their appearance and
their animations. But supplying an interface agent
with a body also poses great challenges to the de-
sign of appropriate interactions because the user will
expect - at least in part - humanlike verbal and non-
verbal conversational behaviors of such an agent. In
the long run, it is therefore inevitable to enrich ECAs
with social competencies to render their interactions
with the user more natural and entertaining. One
aspect of social interaction is the use of politeness
strategies as they are described in detail in Brown and
Levinson’s (1987) seminal work. People maintain
positive (self image) and negative face (wants and de-
sires), which are continuously threatened during in-
teractions, e.g., by commands or criticism on one’s
behavior. Such speech acts are called face threaten-
ing acts (FTAs). People try to redress or mitigate such
undesirable acts, e.g., by referring to the good looks
of the addressee before asking her for a favor.

Previous work has concentrated for the most part
on the linguistic aspects of FTAs, i.e., on verbal
means to deliver and redress FTAs. But FTAs are
often multi-modal. Dressing up a threat in a joke
usually only works if the speaker shows in his whole
appearance (facial expression, body posture) that he
is telling a joke. Otherwise the threat might be even
more severe than it is (see Fig. 1 for an example).

Due to the sparse literature on the use of non-verbal

communicative behaviors of politeness, we collected
our own corpus based on staged conversations be-
tween humans. To trigger the use of politeness strate-
gies, we had to make sure that the communicative
situation was inherently face-threatening for the par-
ticipants. We therefore decided to record scenarios
where an audience had to provide criticism to the
speaker. The recorded video material was annotated
and analyzed in order to identify frequently occurring
combinations of gestures and verbal politeness strate-
gies.

2 Related Work

Research on non-verbal communicative behaviors,
such as gestures or facial expressions, provides a
good impression of the relevance of multi-modal
aspects of communication, e.g. (Allwood, 2002),
(Kendon, 1986), (Knapp and Hall, 1997), (Pease,
1993), and reveals a bunch of implicit information
about the role of gestures and facial expressions in
delivering and redressing face threats. However, there
is hardly any work that explores the relationship be-
tween multi-modal means of communication and face
threats. An exception is an empirical study by Trees
and Manusov (1998) who found that non-verbal be-
haviors, such as pleasant facial expressions and more
direct body orientation may help to mitigate face
threats evoked by criticism. Bavelas et al. (1995)
provide a classification of gestures some of which
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can be directly mapped onto Brown and Levinson’s
strategies of politeness. Shared information gestures
mark material that is part of the interlocutors com-
mon ground. Citing gestures refer to previous contri-
butions of the addressee and aim at conveying the im-
pression that the interlocutors share a common opin-
ion. Elliptical gestures mark incomplete information
that the addressee should augment for him- or her-
self and may take on a similar function as off-record
strategies. Seeking agreement gestures directly cor-
respond to Brown and Levinson’s approval oriented
strategies. Turn open gestures can be regarded as
attempts to satisfy the addressee’s desire for auton-
omy. Linguistic means to deliver FTAs have partly
become part of the grammar and Bavelas classifica-
tion of gestures suggests that there might be similar
principled and standardized connection between non-
verbal means of communication and politeness strate-
gies.

Walker et al. (1997) have presented one of the first
approaches to implement politeness strategies as a
means to more flexible dialogue control. They sum-
marize the available strategies into four main cate-
gories: (1) direct, (2) approval oriented, (3) auton-
omy oriented, (4) off record. In direct strategies, no
redress is used, the speaker just expresses his wishes.
Approval oriented strategies are related to the posi-
tive face needs of the addressee, using means to ap-
prove of her self-image. Autonomy oriented strate-
gies on the other hand are related to the negative
face wants of the addressee, trying to take care of
her want to act autonomously. Off record strate-
gies at last are the most vague and indirect form to
address someone, demanding an active inference on
the side of the addressee to understand the speaker.
Depending on variables such as social distance and
power, and a culture-specific rating of the speech act,
a speaker chooses an appropriate strategy to deliver
a face threatening act (FTA), e.g. (i) I really enjoyed
your talk but you should be more coherent vs. (ii)
The talk should be more coherent. In (i) the speaker
compliments the addressee on her talk before deliv-
ering his critic, thus employing an approval oriented
strategy. In (ii), an autonomy oriented strategy is used
in impersonalizing the criticism. The speaker neither
refers to the addressee nor to himself. Johnson et al.
(2004) describe the value of politeness in a tutoring
system. Examining the interactions between a real tu-
tor and his students, they came up with a set of tem-
plates to generate appropriate utterances depending
on the current situation. One interesting modification
of the original theory by Brown and Levinson (1987)
was to select approval and autonomy oriented strate-
gies based on the type of the expected face threat (and

Figure 1: Critic of the Popidol show wrapping his
criticism in a joke.

not just on its weight). Andŕe et. al (2004) augmented
the model of Brown and Levinson with an emotional
layer. The emotion of the addressee as it is observed
by the speaker plays a crucial role in determining an
appropriate strategy. Bickmore and Cassell (2000)
describe how smalltalk is utilized to build up common
ground between an embodied conversational agent
and the user based on an extension of Brown and
Levinson’s theory of politeness. Nakano et al. (2003)
study how people use non-verbal signals, such as eye
gaze and head nods, to provide common ground in the
context of direction-giving tasks. Even though their
work relies on a sophisticated model of gestural com-
munication, they did not investigate how the use of
gestures may help to mitigate the face threat for the
user. Porayska-Pomsta and Mellish (2004) make use
of Brown and Levinson’s model in order to motivate
linguistic variations of a natural language generator.
Prendinger and Ishizuka (2001) consider Brown and
Levinson’s social variables distance and power in or-
der to control emotional displays of agents. For in-
stance, if the social distance between an agent and
its conversational partner is high, the agent would not
show anger to the full extent. This behavior can be
interpreted as an attempt to reduce the face threat for
the conversational partner.

Summing up it may be said that the implementa-
tion of politeness behaviors in an ECA mainly fo-
cused on verbal aspects so far.

3 The Augsburg SEMMEL cor-
pus

Since there is hardly any research into the multi-
modal aspects of human politeness strategies, we de-
cided to acquire our own multi-modal corpus for an
empirical grounding of the intended system. We ex-
plored two alternatives. Our first approach was to rely
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on video recordings from the German version of the
TV show Popidol (see Fig. 1). In this show, a num-
ber of candidates present a song. A jury comments on
the performances and the viewers vote for the candi-
dates. After some weeks, the popidol for the season
emerges. The advantage of this corpus lies in the fact
that the phenomena we are interested in are a major
ingredient of the show. Furthermore, the TV person-
alities were experienced speakers that make use of ex-
pressive gestures and facial expressions. On the other
hand, their behavior is certainly not representative of
ordinary people. Furthermore, the corpus did not pro-
vide enough examples of multi-modal politeness be-
haviors since there was little criticism towards the end
of the show and the gestures and facial expressions
of the jury were not always visible. Although this
corpus gave us interesting insights in the combined
use of verbal and non-verbal politeness behavior, the
limitations of the corpus only allowed for anecdotal
evidence. Thus, we decided to collect a new corpus
based on staged scenarios with a group of students.

3.1 Collecting the SEMMEL-Corpus

We devised a scenario that forced the participants
to use their (unconscious) knowledge of politeness
strategies by confronting them with an inherently face
threatening situation. Criticizing someone is a proto-
typical example of such a situation. Therefore, we
chose seminar talks with subsequent discussion to
provide for a more or less ”natural” situation for the
participants. The focus was on the criticism given
by the audience to the speakers on their performance.
Students were divided into two groups: audience and
speakers. The speakers were asked to give a five
minute talk about one of their hobbies. This topic
was chosen to keep the necessary preparatory work
for the talk at a minimum and to ensure that the au-
dience had enough knowledge on the topic to easily
criticize the speaker.

The initial explanation for this setup that was given
to the participants one week before the experiment
was our need to collect a corpus of non-verbal com-
municative behavior. This explanation also accounted
for the two cameras we were using, one videotaping
the speaker, the other one the audience. The initial ex-
planation was detailed on the day of the experiment.
The speakers were informed about the real setup to
prevent them from reacting in an unwanted way to the
critic or the criticism. The audience was told that we
were interested in the reaction of the speaker to (po-
tentially unjustified) criticism. In order to ensure that
we would collect enough examples of relevant com-

municative acts, each member of the audience was
instructed to criticize the speaker on three different
dimensions and received a list of issues that had to be
brought up during the discussion: (i) formal aspects,
e.g. too many/too few slides, (ii) content, e.g. snow-
boarding is far too dangerous, and (iii) personal, e.g.
the speaker was to nervous. After the experiment, the
participants were informed about the actual objective
of the data collection.

12 students in their first and second year partic-
ipated in this data collection, three male, nine fe-
male. Four of them (two male, two female) prepared
a talk on their hobby and were criticized by four au-
dience members immediately after their presentation
(see Fig. 2). The audience for each talk was con-
stituted randomly from the remaining eight students
ensuring that each of them participated two times as
an audience member and met one of the other audi-
ence members only twice. We tried to hold the social
variables distance and power constant and made sure
that the speakers and the audience were not from the
same year. The resulting SEMMEL-corpus (Strategy
Extraction for MultiModal Eca controL) contains 66
different acts of criticism, i.e., 16.5 on average per
talk. An act of criticism covers one of the aspects
mentioned above and is always delivered with a mix
of strategies and co-occuring gestures. Up to now,
roughly half of our material has been annotated con-
taining 125 combinations of strategies and gestures.

3.2 Annotating the SEMMEL-Corpus

The collected material was annotated using ANVIL
(Kipp, 2003). Fig. 2 shows a screenshot of the
ANVIL system along with annotations of our corpus.
Focusing on the interaction of verbal and non-verbal
behavior in the use of politeness strategies, the SEM-
MEL coding scheme features four main layers:

1. trl: The transliteration, i.e., the words spoken.

2. affective facial expression: Facial expressions
that can be labeled with an emotion.

3. gesture: The hand gestures of the speaker visible
in the video.

4. strategy: The politeness strategies employed by
the speaker.

Focusing on the use of gestures as a non-verbal means
to redress face threats, facial expressions are not an-
notated at the moment. In the coding scheme, facial
expressions may be annotated using the affective tags
available in APML (Carolis et al., 2002).
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Figure 2: Snapshot from the ANVIL annotation system. Above the video is displayed, below the annotation board.

Category Strategy Verbal means

Direct Direct State the threat directly
Approval Oriented Convey interest Compliments, intensifying adjectives

Claim in-group membership Address forms, slang, elliptical utterances
Claim common knowledge White lies, use of ”sort of”, ”in a way”, jokes
Indicate knowledge about wants State to regard addressee’s wants
Claim reflexivity Inclusive ”we”, give/ask for reasons
Claim reciprocity State that addressee’s owns speaker a favor
Fulfil wants State sympathy

Autonomy Oriented Make minimal assumptions Hedges ”I think”, ”kind of”
Give option not to act Subjunctive, use of ”perhaps”
Minimize threat Euphemisms, use of ”a little”, ”just”
Communicate want not to impingeAvoidance of ”you” and ”I”, state threat as general rule
Indebting

Off Record Violate relevance maxim Associations, hints
Violate quantity maxim Exaggerations like ”always”
Violate quality maxim Irony, rhetorical questions
Violate manner maxim Ambiguity, elliptical utterances

Table 1: Types of strategies used for coding the SEMMEL corpus and examples of verbal means to realize these
strategies.
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In this vein, we will get well defined categories of
facial expressions that can be used later for generation
purposes in a straight forward way.

The coding of gestures follows Kipp’s approach
(Kipp, 2003) which is based on McNeill’s guidelines
(McNeill, 1992). Accordingly, two different parts of
a gesture are distinguished: the gesture phase and the
gesture phrase.

• Track gesture.phase: This is a primary track,
which means that it is directly related to the
video. Although gestures are mostly co-verbal,
i.e., they accompany speech and add additional
meaning to it by visualizing aspects of the men-
tioned referents, only the stroke of the ges-
ture has verbal-nonverbal synchronization con-
straints. Thus it does not suffice to bind the ges-
ture only to the transliteration layer but to the
video itself. The most prominent phases of a
gesture are preparation, stroke, and retraction.
Generally, the hands are brought from a resting
position into the gesture space during prepara-
tion. The stroke is the phase of the gesture, that
carries/visualizes its meaning. Afterwards, the
hands are brought back to a resting position dur-
ing the retraction phase.

• Track gesture.phrase: The gesture phrase de-
notes the type of the gesture. It is realized as a
secondary track which means it is related to an-
other track of the coding scheme, in this case to
gesture.phase. Thus, the gesture phases specify
the time dimension of the gesture in regard to
the video whereas the gesture phrase gives the
interpretation of this specific gesture. McNeill
(1992) distinguishes roughly between adaptor,
beat, emblem, deictic, iconic, and metaphoric
gestures. Adaptors comprise every hand move-
ment to other parts of the body like scratching
one’s nose. Beats are rhythmic gestures that may
emphasize certain propositions made verbally or
that link different parts of an utterance. Em-
blems are gestures that are meaningful in them-
selves, i.e., without any utterance. An exam-
ple is the American ”OK”-emblem, where the
thumb and first finger are in contact at the tips
while the other fingers are extended. Deictic
gestures identify referents in the gesture space.
The referents can be concrete like the addressee
or they can be abstract like pointing to the left
and the right while uttering the words ”the good
and the bad”. In this case the good and the bad
are identified in the gesture space and it becomes
possible to refer back to them later on by point-

ing to the corresponding position. Iconic ges-
tures depict spatial or shape-oriented aspects of
a referent, e.g., by using two fingers to indicate
someone walking while uttering ”he went down
the street”. Metaphoric gestures at last are more
difficult in that they visualize abstract concepts
by the use of metaphors, e.g. using a box ges-
ture to visualize ”a story”. This is the conduit
metaphor that makes use of the idea of a con-
tainer in this case a container holding informa-
tion.

The coding of strategies uses a simplified version of
Brown and Levinson’s hierarchy distinguishing be-
tween seven different approval oriented, five differ-
ent autonomy oriented, and four different off record
strategies (see Table 1).

• Track strategy.basic: Every strategy that is em-
ployed by the speaker is coded and bound to
the words in the transliteration track that give
rise for this interpretation. For each category of
strategies (direct, approval oriented, autonomy
oriented, off record), the coder has to decide for
a specific type (see Table 1).

• Track strategy.main: Because a single utterance
contains nearly always a mix of strategies, a
track is added for coding the main strategy used
in a specific utterance. The same elements as in
the basic track are used (see Table 1), but the el-
ements in this track are not bound to the translit-
eration but to the basic track.

• Track.variables: Brown and Levinson introduce
the contextual variables social distance, power
relation, and ranking of the imposition to cal-
culate the weight of the face threat that is re-
dressed by the strategy. This track is bound to
strategy.main assuming that neither of the vari-
ables changes during a single utterance.

3.3 Analyzing the SEMMEL corpus

The first part of our analysis concentrated on the
distribution of the four basic categories of polite-
ness strategies. Remarkably is the high number of
autonomy oriented strategies. From the 125 strat-
egy/gesture combinations, 61% include autonomy
oriented strategies, 18% Off record, and 15% Ap-
proval oriented strategies. By opting for autonomy
oriented strategies, the critics try to leave the choice
of action on the side of the addressee. Thus, the criti-
cism is wrapped into some kind of suggestion for the
addressee on how to improve the talk. We put this
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Strategy Freq.

Make minimal assumptions 0.22
Give option not to act 0.21
Minimize threat 0.22
Communicate want not to impinge 0.34

Table 2: Frequency of autonomy oriented strategies.

result down to the nature of the power relationship
between the speaker and the audience. Since both the
speaker and the critics were students, the critics obvi-
ously did not feel like being in the position of judging
on the performance of their colleagues.

Out of the five autonomy oriented strategies, only
four can be found in the corpus (see Table 2).
Apart from the communicative strategy ”Communi-
cate want not to impinge” which relies mainly on the
impersonalization of the speech act (reflected by the
avoidance of pronouns, such as ”you” and ”I”) and
which is used in 34% of the time, the use of the other
strategies is equally distributed around 22%. Most
communicative acts that correspond to the category
”Make minimal assumptions” employ hedging verb
phrases, such as ”I think”, ”I guess”, or ”I suppose”.
In case of the strategy ”Give option not to act”, the
subjunctive is widely used along with words, such as
”perhaps”. The strategy ”Minimize threat” employs
minimizing expressions, such as ”a little”.

Out of the approval oriented strategies only the
”claim reflexivity” strategy was used regularly (47%
of the time). This strategy was realized by giving
reasons for the criticism and thus trying to explain
to the addressee why the criticism is necessary. Al-
though all off record strategies identified by Brown
and Levinson (1987) can be found in the corpus only
one is used regularly: violate manner maxim. To re-
alize this strategy, the critics usually employed ellip-
tical utterances.

Furthermore, we were interested in the distribution
of gesture types. Out of the six gesture types that
were annotated, only two are exceptional in the fre-
quency of their use: beats and emblems (see Fig. 3).
Whereas emblems can be rarely observed (3%), beats
are the most frequently used gestures (26%). Em-
blematic gestures are self-sufficient in that they can
be interpreted without any accompanying utterance.
Thus, it is not astonishing to find them rarely as co-
verbal gestures. Beats are rhythmic gestures that em-
phasize words in an utterance or relate different parts
of an utterance. But they might also connect different
parts of an utterance thus indicating that the turn has
not yet ended. Thus, the extensive use of beats might

Figure 3: Distribution of gestures in the SEMMEL
corpus.

be an artifact of the experimental setting because the
critics had to ”invent” an act of criticism that was not
their own on the fly and thus the beat gesture might be
an outward sign of this process indicating that the turn
has not yet ended. As noted by McNeill (1992), the
number of beats depends among other things on the
discourse context. He observed about 25% beats in
narrative contexts which roughly corresponds to our
findings versus 54% beats in extra narrative contexts.

Overall, we did not notice great differences in the
distribution of deictic, iconic and metaphoric ges-
tures. However, when analyzing their co-occurrence
with politeness strategies, two general tendencies
may be observed (see Fig. 4). First, adaptors are
used considerably while employing autonomy ori-
ented strategies (26%). They are used least frequently
with off record strategies (5%). Off record strategies
are the most ambiguous and vague means to deliver
a face threat. Given that adaptors often indicate that
people are nervous, the more frequent use of adaptors
in autonomy oriented strategies seems plausible be-
cause the criticism is delivered more openly resulting
in more stress for the speaker.

Second, there is a difference in the use of gestures
of the abstract (metaphoric) and gestures of the con-
crete (iconic and deictic). Nearly all deictic gestures
that occurred in our setting referred to the addressee
or concrete locations in the space (76.8%). 50% of
all gestures used with the off record strategies were
metaphoric in nature vs. 14% for iconic and deictic
gestures. In contrast to this, 50% of the gestures em-
ployed with the direct strategies, and 49% of the ges-
tures employed with the approval oriented strategies
were iconic and deictic in nature. The same is true
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Figure 4: Co-occurrence of gestures and politeness
strategies in the SEMMEL corpus.

to a lesser degree for the autonomy oriented strate-
gies. In this case, 33% were gestures of the concrete
and only 11% metaphoric gestures. Thus, the more
abstract, vague and ambiguous the strategies become,
the more abstract and vague the primarily employed
gesture type becomes.

These results confirm the assumptions that not only
linguistic regularities can be found in the use of po-
liteness strategies, but that also non-verbal behaviors
like gestures play a principled role in the realiza-
tion of strategies. Metaphoric gestures relate to ab-
stract concepts and illustrate an aspect of a referent
in the utterance by the aid of a metaphor. The best
known metaphoric gesture is the conduit metaphor
where the hands form a kind of container that sym-
bolizes the concept of a story or narrative. Most of
the time, metaphoric gestures contain iconic as well
as abstract parts. Why are metaphoric gestures found
foremost with off record strategies? In contrast to di-
rect strategies which do not consider the loss of face
of the addressee and in contrast to approval and au-
tonomy oriented strategies where the direct criticism
is redressed but still visible, off record strategies just
hint at what the speaker intends to deliver as a mes-
sage, leaving the addressee at a loss to inference the
speaker’s intention. Being vague and ambiguous does
not leave much ground for concrete gestures that re-
fer to aspects of concrete and direct referents. Thus,
metaphoric gestures are the first choice for co-verbal
gestures while employing off record strategies. The
contrary argument holds for the other types of strate-
gies and the gestures of the concrete. For example,
employing a direct strategy, one of the critics said:
”‘... some pictures of the instruments, especially of

this cornet[iconic] that you mentioned”’1. The di-
rect referent cornet is iconically visualized by out-
lining the shape. The left hand is raised like hold-
ing the cornet, the index finger of the right hand is
extended and the hand describes a circle. In the off
record case the speaker might try to give only asso-
ciation clues, such as another critic who used an el-
liptical utterance: ”’not so clearly to identify ... so of
the structure[metaphoric] ... structure you have some-
how”’2. Here the verbal information is accompanied
by a gesture which comes in the form of the conduit
metaphor. The left and right hand indicate holding
something like a box.

4 Conclusions and future work

In this paper, we presented the results of a corpus
study we devised to shed light on the question of
how face threats are mitigated by multi-modal com-
municative acts. Unlike earlier work on politeness
behaviors, we focus on how politeness is expressed
by means of gestures. The results we presented are
preliminary because up to now roughly half of the
material has been annotated. But we are confident
that the found tendencies will scale up to the whole
corpus. The results indicate that gestures are indeed
used to strengthen the effect of verbal acts of po-
liteness. In particular, vagueness as a means of po-
liteness is not only reflected by verbal utterances,
but also by gestures. Iconic and deictic gestures
were overwhelmingly used in more direct criticism
while there was a high frequency of metaphoric ges-
tures in off record strategies. Obviously, our sub-
jects did not attempt at compensating for the vague-
ness of their speech by using more concrete ges-
tures. Interestingly, McNeill (1992, pp. 93) noticed a
high number of sequence-related iconics and deictics
in narrative contexts while metaphorics appear more
frequently in extra-narrative contexts. The question
arises of whether the critics rather referred to the story
line of the presentation in the case of direct criticism
while indirect criticism rather addresses the meta nar-
rative structure level. We will investigate this ques-
tion in a further study.

The results gained from our studies may serve as
guidelines for the formulation of non-verbal strate-
gies of politeness for an ECA. We illustrate this by
the BEAT system presented by Cassell et al. (2001).
BEAT suggests non-verbal gestures based on a lin-
guistic and contextual analysis of typed text. Since

1Original utterance: ”‘... ein paar Bilder der Instrumente, also
gerade dieses Horn[iconic] dass du angesprochen hast”’

2Original utterance: ”‘nicht so klar erkennen ... so von der
Struktur[metaphoric] ... Struktur habt ihr euch irgendwie”’
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non-verbal behaviors are generated independently of
each other, the system may end up with a set of in-
compatible gestures. The set of proposed gestures is
therefore reduced to those gestures that are actually
realized by the animation module. The findings of our
studies may inform both the generation of gestures
and the filtering process of the BEAT system. For in-
stance, deictic gestures may be given a higher priority
than iconic gestures when suggesting non-verbal be-
haviors for approval oriented strategies. On the other
hand, they may be filtered out with a higher probabil-
ity when realizing off record strategies. Currently, we
are preparing an empirical study to compare the effect
of two kinds of ECA on the user’s perception of the
interaction: an ECA that reflects the degree of vague-
ness both by speech and gestures versus an ECA that
behaves inconsistently in that respect.
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