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Foreword from the Convention Chairs

The AISB’11 call for symposium proposals particularly  encouraged events drawing more strongly 
on the cognitive science aspect of the AISB remit. The result is a coherent programme with a very 
strong interdisciplinary  character, which is also matched in the choice of plenary speakers. The 
three symposia looking at the interaction between Computing and Philosophy, the prospect of 
machine consciousness and the quest for a new, comprehensive intelligence test, form a coherent 
unit where the eternal questions of who we are and what makes us so are asked from a dual Human-
Machine perspective. The Symposia on Active Vision, Computational Models of Cognitive 
Development and Human Memory  for Artificial Agents demonstrate how better understanding of 
the nature and basis of cognitive processes can advance work on Artificial Intelligence and, 
inversely, how computational models of these processes can help better to understand them. The 
prominent multi-agent design and modelling paradigm links the Symposium on Social Networks 
and Multi-agent Systems with the one on AI and Games. Finally, the Symposium on Learning 
Language Models from Multilingual Corpora, which brings together some of the first attempts in 
this area, can also be seen through the prism of such a general notion in Philosophy and Linguistics 
as semiosis, and the dual role of sign and interpretant that text plays in translations.

We are delighted that after another ten successful years in its long history, the AISB convention is 
returning to the University  of York. The 2011 convention takes place on the brand-new Heslington 
East campus, the result of a multi-million pound expansion that  is now the new home of the 
Department of Computer Science, and hosts the Excellence Hub for Yorkshire and Humber, a new 
incubator for interdisciplinary research and interaction between academia and industry. The last few 
years have seen a strong involvement of the Computer Science Department in such interdisciplinary 
collaboration through the York Centre for Complex Systems Analysis (YCCSA), and we hope that 
this convention will provide a boost for more synergy between York departments, with other 
institutions conducting AI-related research in the region, and beyond. As the programme shows, we 
have also made an effort to promote cooperation with industry and use the convention to support 
school outreach. The convention format makes it  perfect for establishing dialogue and collaboration 
in new areas of research, as well as across disciplines, and we hope that this year, it will play again 
this role to the full. We want to thank everyone who has contributed to it or otherwise made this 
event possible and wish all participants a fruitful and enjoyable time in York.

Dimitar Kazakov and George Tsoulas
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Preface

This volume contains the proceedings of the Symposium on Learning Language Models from Mul-
tilingual Corpora (LLMMC), organised on 6 April 2011 as part of the 2011 Annual Convention
of the Society for the Study of Artificial Intelligence and the Simulation of Behaviour (AISB’11,
4–7 April 2011, York, UK). The symposium takes place alongside eight other symposia on various
aspects of AI-related research, drawing strongly on Computer Science, Psychology and Philosophy,
among other disciplines. A number of plenary speakers of international repute (Alan Baddeley,
Katie Slocombe, Mark Steedman, Stephen Wolfram) will add to the excitement of this interdisci-
plinary international event, which takes place in the historical city of York, one of the oldest and
most visited destinations in England. In this symposium, we are interested in explicit models, us-
able and verifiable by humans, which can be used for either translation or for modelling individual
languages, e.g., as applied to morphology, where the available translations can help identify word
forms of the same lexical entry in a given language, or lexical semantics, where parallel corpora can
help extract instances of relations like synonymy and hypernymy, which are essential for building
thesauri and ontologies. While bringing together a few first practical attempts in this area, the focus
of the symposium can also be seen through the prism of such a general notion in Philosophy and
Linguistics as semiosis, and the dual role of sign and interpretant that text play in translations.

April 2011
York, UK

Dimitar Kazakov
Preslav Nakov

Ahmad R. Shahid
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Constructing a Reusable Linguistic Resource for a
Polyglot Speech Synthesis

Nur-Hana Samsudin and Mark Lee1

Abstract. This paper is about constructing sharable linguistic in-
formation to be used across languages for a Text-to-Speech (TTS)
system. The data is obtained from existing resources. The focus of
the paper is the phonetic and linguistic aspects. A monolingual TTS
architecture is introduced with descriptions on each stage of pro-
cessing. A multilingual TTS architecture is also introduced. Lan-
guage dependent and language independent information required in
the general TTS engine is described. Finally we will propose layer
of communication between the pooled language information and a
TTS engine in order to make it available for information reuse where
possible for different languages.

1 INTRODUCTION

Globalisation has triggered the need of multilingual and multimodal
applications. As such, speech to speech translation components and
devices are evolving towards this direction. That is to say, TTS is
moving towards multilingualism. Multilingual TTS is not totally a
novel idea. MBROLA for instance, was developed in 1996 with mul-
tilingual facilities [5]. Although MBROLA is not a complete TTS
system (because it does not accept raw text as input), it is an exam-
ple of a working TTS with (encrypted) multilingual speech corpora.

To create a monolingual TTS, one needs to gather its language in-
formation as well as speech recording for the target language. A TTS
system development is influenced by the target language (other than
the standard architecture). Even if one already familiar with devel-
oping a TTS, one will still need to do the implementation process
all over again to have a complete working TTS for a different lan-
guage, since the information obtained for one TTS is not necessarily
fully applicable for different languages. If one creates a multilingual
TTS, the variability of data to be gathered will depend on the goal
of how many and which particular languages the multilingual TTS is
supposed to be handle. This paper describes the work that we have
carried out to minimise the pre-requisite language information gath-
ering; i.e.: the grapheme-to-phoneme conversion, the phonological
processing and the prosody assignment. It is designed in such a way
that, it is possible to do rapid TTS development for resource poor
languages. We also proposed to use the speech database which has
already been developed for other languages. As for the proof of con-
cept, we are using MBROLA synthesiser.
Traber [11] describes the key stages in developing a multilingual
TTS. These issues also influence the development of polyglot TTS
systems. It is possible to create a reusable resources by producing
an intermediate layer inclusive of Traber’s [11] proposal which will

1 University of Birmingham, UK, email: {n.h.samsudin;
m.g.lee}@cs.bham.ac.uk

become the medium between the TTS framework and the target lan-
guage by giving attention to following issues.

• different speech corpora are required for different languages;
Therefore separate recordings and separate recording annotations
need to be conducted. This requires a huge amount of labour. And
one also needs to find a good multilingual speaker to perform the
recording.

• different set of phoneme need to be introduced;
The phoneme set is different for each language. It is difficult to
find a standard phoneme set to represent all sounds in all lan-
guages.

• individual grapheme to phoneme rules need to be constructed;
A grapheme to phoneme conversion is not always orthographic for
all languages. Additionally, all languages have unique phonologi-
cal rules which also need to be considered before we can perform
grapheme-to-phoneme conversion of any language.

• individual prosody’s value assignment need to be considered;
While some languages require stress to differentiate one word
from another, other languages need them so that synthetic speech
has a human-like quality. It requires linguistic information to be
represented in the prosodic model.

This paper’s intention is to describe a method to produce such a
layer to create multilingual speech synthesisers using limited linguis-
tic resources e.g. in cases where no corpus exists for the target lan-
guage but does exist for a member of the same linguistic sub-families
(but not necessarily from similar language family categories). The
hypothesis is that there are useful linguistic and phonetic generali-
sations within selective linguistic sub-families. We however are not
discussing the development of new speech corpora. In short, this
paper covers a communication layer which includes the following:
global phoneme and its grapheme-to-phoneme conversion, providing
phonological rules for language dependent and language independent
rules as well as providing generic prosody rhythm.

This paper is organised as follows. In the next section, we will
describe the TTS architecture in general, and how variations of mul-
tilingual TTS are implemented in existing systems. Then we will dis-
cuss the intermediate layer that is proposed and what information is
required. We will also describe the focus of phonetic and phonologi-
cal processing component which is the focus of this paper. Then we
will show the implementation of such intermediate layer into a com-
plete system and conclude this paper.

2 TTS ARCHITECTURE
In a monolingual TTS architecture, the process is defined following
strictly to the target language. A TTS system accepts text as input
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and produces speech as the output. The framework of a TTS system
may be represented like Figure 1. Each process will be described and
developed.

Figure 1. General TTS Architecture.

Text pre-processing and analysis process the input text of numbers,
symbols and short forms into a readable orthographic form. After
normalisation, the text is parsed into corresponding lexical labelling.
Linguistic analysis accepts the normalised input and converts it into
a phonetics transcription. Further linguistic processing in terms of
pronunciation is then carried out. Prosody controls make use of the
linguistic and text processing information to assign the intonation
contours of the text. Finally the synthesised speech is produced. The
prosodic control depends on the output from text analysis and lin-
guistic analysis. This again depends on how the system is developed.
An example of a multilingual system architecture is as shown in Fig-
ure 2.

Figure 2. PolySVOX TTS Architecture [6].

In the architecture of Figure 2, Romsdorfer and Pfister [6] high-
lighted the relationship between language dependent and language
independent components. This architecture originated from a mono-
lingual TTS system (SVOX) and was developed into a multilingual
TTS system. Pre-requisite information is gathered in isolation. The
synthesiser system however is developed with enough modularity
to support different language data. The linguistics and speech data
have been identified as language dependent while the algorithms
such as prosody control are language independent components but

are speaker dependent characteristics. Text analysis and phonologi-
cal processing are language dependent but not restricted to specific
voice/speaker. What we propose in our work (Section 4) is how are
we going to represent these language dependent and speaker depen-
dent characteristics into our communication layer so that the imple-
mentation of a TTS for previously unknown language is efficient and
rapid.

3 MULTILINGUAL VS. POLYGLOT TTS
ARCHITECTURE

In this section, the difference between multilingual and polyglot
speech synthesis will be described. In multilingual speech synthe-
sis, different algorithms, rules and speech data are used for different
languages [11]. In polyglot speech synthesis, there is a primary lan-
guage which is identified as the main language of the synthesiser.
The main aspect of polyglot speech synthesis is any systems using
this framework will be able to synthesis multiple languages using
the same recorded or trained voices. Code switching phenomena is
a common component in both multilingual and polyglot speech syn-
thesis [6] which may be required for the switching algorithm and
switching speech databases in the cases of mixed-lingual occurrences
which require the text to be processed in another language.

Both approaches have advantages and disadvantages. The goal of
the development however, depends on the balance between a very
native-like speech quality versus time and resources.

3.1 Multilingual Speech Synthesis
Multilingual synthesisers are suitable for use for teaching and learn-
ing of languages, and when accurate pronunciation of one language
must be distinguished correctly to another or when foreign accent
and dialects are not acceptable. They are also suitable when the sys-
tem to be developed do not have any issues in terms of availability of
linguistic resources or resource storage size. This make the multilin-
gual speech synthesis system a very reliable framework but relatively
expensive in term of cost.

Generally multilingual TTS design follows monolingual TTS ar-
chitecture closely. For example, MBROLA uses one synthesiser but
it has 72 diphone speech corpora from 37 languages. Each 72 di-
phone corpus also has its own grapheme-to-phoneme transcription.
In order to make a TTS based on MBROLA framework, one needs
to define the phonetic and phonological rules of the desired target
language and build the language text analysis and pre-processing.
The prosody modelling must also developed separately. Romsdorfer
and Pfister’s architecture [6] is an example of such system. In short,
there are some similar aspects to monolingual in multilingual TTS
architecture.

3.2 Polyglot Speech Synthesis
Contrary to multilingual speech synthesis, polyglot speech synthesis
is more suitable for mixed-lingual text [6]. For example, in occur-
rences of xenomorphs2 it would not be practical to switch from one
corpus to another. It is also suitable for fast prototyping, like SPICE
(Speech Processing - Interactive Creation and Evaluation Toolkit for
New Languages) [8] which has a very short recording for training cy-
cle for certain languages and it depends on English as the based lan-
guage [3]. Although more practical, the output of a polyglot speech

2 Words that are built from combinations of English morphemes and mor-
phemes from the respective native language [10].
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synthesis will typically have a foreign accent. This is due to the train-
ing data. The smaller the amount of the target language included in
the training data, the higher likelihood that the synthesised speech
quality to sounds foreign. An example of such system developed in
this framework is by Latorre et al. [4]. A polyglot architecture is
also suitable when obtaining resources (especially voice recording)
is an issue. The architecture of mostly implemented Polyglot TTS
is as shown in Figure 3. The frame with the label (1) shows the ba-
sic scheme of a HMM-based polyglot synthesis; label (2) shows the
adaptation to speakers of extrinsic3 languages and (3) shows how the
synthesis of extrinsic language is implemented.

There are two phases in polyglot speech synthesis: the training
phase and the synthesis phase. During the training phase, collections
of speech in all the target languages are processed and the spectral
features of the speech are extracted and stored. In relation to this, the
most favoured method of training is Hidden Markov Model (HMM)
based speech synthesis. In this technique, the information is stored
in a HMM network.

Figure 3. The distinction between the training and synthesis process in a
HMM-based polyglot TTS[4].

As in the general TTS synthesis phase, the generation of speech
will still go through the text analysis component. However, because
the HMM-based synthesis has the ability to learn from the training
information to estimate the other characteristics of the voice, the pre-
processes are not as thorough as a multilingual synthesiser; although
the sound may noticeably unnatural if so little natural language pro-
cessing is involved.

4 LINGUISTIC MODELLING FOR POLYGLOT
SPEECH SYNTHESIS

Text analysis, linguistics analysis and prosodic controls are the pre-
requisite processes in a TTS framework when one either uses multi-
lingual or polyglot approach. Each module plays a different function.
In this section we will describe on how we represent the pre-requisite
information to pool linguistic data in order to create a generic but
applicable resources to most languages. There are two types of in-
formation at these stages: language specific and language indepen-
dent information. The linguistic model represents language specific
information but with flexibility for modification and improvement;
according to the desired language.

3 language not inclusive in training but needed for speech synthesis

In this section we introduce our linguistic model representation.
The linguistic model will use information from the text normalisation
stage as well as the original input text to construct linguistic informa-
tion. The components are illustrated in Figure 4. We define two com-
ponents as a sub-module to the linguistics analysis module: phonetic
processing and phonological processing. In phonetic processing, a
set of global phonemes is required. The transcriptions of the ortho-
graphic form mapped to the corresponding phonemes are provided.
The phoneme set must be able to represent all phonetic sounds of a
language at a particular time for most languages. For the phonologi-
cal processing, a set of phonological rules will be implemented. We
categorise the rules as follows: general phonological rules, language
specific phonological rules, speaker specific rules and language pro-
nunciation clusters. Language intonation template and pitch melody
are implemented in the next module. These are all characteristics that
we attend to further characterise language uniqueness. We however,
are not going to implement any speaker specific rules.

Figure 4. Components affected in our linguistic model.

General phonological rules refer to the phonological changes due
to human articulation. Language specific pronunciation rules refer
to the phonological rules applied in a particular language while
speaker specific rules refer to the pronunciation changes because of
the speaker’s style. Finally, language pronunciation clusters is a cat-
egorisation of languages according to the closest similarity of speech
and language features. For the time being, which cluster a language
belong to are determined by the linguistic characteristics (e.g. is it
a phonetically written language, is it a tonal language, is it syllabic
language). These parameters are still being refined to better reflect
the multilingual linguistics representation. Phonetic and phonologi-
cal processing will be discussed in further detail in Section 4.1 and
Section 4.2.

4.1 Phonetic Processing
A set of global phonemes is used in phonetic processing. The main
idea of this set is that all orthographic representation of languages
that are going to be tested in the system must be transformed into
the phonetic transcription based on the declared phoneme list of the
corpus. It is thus crucial for the set to represent all sounds. One way
to come out with the list is to use the International Phonetic Alphabet
(IPA) and provide an instance of each symbol in computer readable
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format. The symbols referred here are those listed under the cate-
gory of consonant (pulmonic and non-pulmonic), other symbols and
vowels. Other categories in IPA which are diacritics, suprasegmen-
tals and tones and word accents are not going to be considered in the
phonetic processing section, but will be considered in phonological
processing components. A phoneme substitution list is also provided
for the synthesiser.

Global phoneme mapping rules are general mapping rules intro-
duced for orthographic to phonemic transcription. However, to come
out with this general rules, a set of irregular rules must be identified.
Consider the hypothetical languages; A, B and C where the ortho-
graphic of [c] in Language A is either /k/ or /kh/ but in Language B
and Language C, [c] is always pronounced as /ch/ or /tS/. Therefore,
the case of [c] mapped to /ch/ or /tS/ in Language A is considered
as an irregular mapping. Each of them will be presented but using
a different set of rules. Therefore a TTS developer who uses this
information pool will need to identify which transcription the target
language belong to and further refine the language transcription rules
according to the target language rules.

There will be a need for a language specific mapping rules or a
pronunciation dictionary in the phonetic processing component as
shown in Figure 4. However, since the goal of this research is build-
ing a polyglot TTS by making use of available resources, the system
can produce the output based on the available rules, even if not fully
accurate. We have introduced our global phonemes in [7].

4.2 Phonological Processing
To create a global set of phonological rules for all languages, one
has to identify a set of phonological rules of different languages. We
are studying the phonological rules of different languages from re-
search conducted on monolingual and multilingual TTS. Different
systems (and languages) specify different ways to handle phonolog-
ical processing. But there is a generic categorisation of phonological
rules as listed in the Section 5.2. The main goal is not to list all the
phonological rules for all languages, but how to represent different
phonological rules. Based on this information, the structure of gen-
eral phonological rules and language specific phonological rules can
be built and further improved according to the target TTS’s language.
Phonological rules will process the input from the phonetic transcrip-
tion based on grapheme-to-phoneme conversion.

5 APPLYING THE MODEL INSIDE A TTS
FRAMEWORK

As stated previously, a linguistic model is going to be used in the
synthesis phase of polyglot speech. The idea is that by providing
richer speech information, a good synthesised polyglot speech qual-
ity is achievable as compared to the original language generation us-
ing different speech database but the same synthesiser. The model is
not framework dependent. However, to prove the feasibility of the
approach, we are implementing the idea into MBROLA synthesiser.
Here are the components we are currently implementing.

5.1 Global Phoneme Mapping
Contrary to a phone, a grapheme is not always pronounced as the
same for all languages. In global phoneme mapping, a general phone
mapping rules need to be defined and additional rules required
for language specific pronunciation. For the proof of concept, we
have built two types of grapheme-to-phoneme rules: one which is a

phonetically written language (e.g.; Spanish) and non-phonetically
written language (e.g.: English and French). We then will test the
grapheme-to-phoneme rules and observe the modification required
to change for similar language class; phonetically written language
or not; and described its applicability for based on only two classifi-
cations.

5.2 General Phonological Rules and Language
Specific Phonological Rules

Phonological process can be divided into two: lexical process and
post-lexical processes or also known as phrasal phonology. Phono-
logical alternation can happen by a variety of processes as described
by [9]:

• assimilations and dissimilations
• fortitions and lenitions (or strengthenings and weakenings)
• insertion, deletion and coalescence,
• lengthenings and shortenings
• metathesis and reduplication.

In the phonological processing, we will record fortitions and le-
nitions, insertion and deletion; and metathesis and reduplication.
The lengthening and shortening is control using the phonemes and
prosody control. Fortitions and lenitions are controlled in pitch
melody. Processing involved in phonological processing component
is processed from the original phonetic transcription from grapheme-
to-phoneme conversions. In other words, applying the phonologi-
cal rules is almost like running grapheme-to-phoneme transcription
again using another set of rules.

5.3 Language Intonation Template

Intonation for each language is different. If one listens to a foreign
speech, one can find that most language has a rhythm of speech dur-
ing production. Intonation when further analysed will give both qual-
itative measurement and quantitative one. Qualitative data is eval-
uated based on human perceptions. For quantitative measurement,
intonation can be modelled by the prosody of the speech - pitch, du-
ration and intensity. By manipulating these parameters, the stress and
tonal of a language can be represented. However, the implementation
will have to go back to the phonetic and phonology of the language.
For example, English (RP) has specific stress point at certain posi-
tion of words in speech. Mandarin has 4 tones (and in some regional
dialects, there are 6 tones)[1]. Estonian has three tones which two
can easily defined as a shortening and lengthening of phonemes but
the third one has a different type of phonological foot patterns [5]
which is a combination of stress and tones. While Malay and Indone-
sian do not have any tone or stress standard at all which make them
even more difficult to represent. Because of rich intonation charac-
teristics and how much it varies from one to the other, representing
intonation require refined categorisation. For example, tone will be
dealt with at the phonological rules. Lengthening and shortening of
phonemes will be controlled at the grapheme-to-phoneme transcrip-
tion but stress will be handled at the intonation module.

5.4 Pitch Melody

Hirst [2] has introduced MOMEL and INTSINT algorithms to rep-
resent melody of speech. Based on the analysed pitch modulation,
we are implementing the pitch changes according to the INTSINT
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algorithm value to represent the contour of pitch changes according
to the defined stress level.

By having a template of intonation, a set of intonation patterns will
be constructed. For any language which has specific requirements for
stress or accent or any intonation criteria, language specific intona-
tion rules need to be defined. The intonation rules and template will
complemented each other to produce the correct intonation for the
language of the synthesised speech.

5.5 Language Pronunciation Clusters

Language pronunciation clusters plays the role of refining the
process of synthesising speech. The information from this compo-
nent, combined with the rules and intonation template will make
it possible for the system to find a better path in constructing any
utterance. It is also used to determine which speech corpus should
be selected if the corpus for the language in question is not available,
by finding the language with the most similar characteristics with
the language in question. It is also important to emphasise that the
language family (as in Germanic, Austronesian or Sino-Tibetan)
is not playing a role in clustering the language. For example, the
combination of the following is currently being tested: Spanish -
Malay (generate Spanish using Malay speech database) and German
- English. Spanish is from Indo-European language but Malay from
Austronesian language family.

6 CONCLUSION

In this paper, we have described an approach for building multilin-
gual resources from limited data for TTS systems. The purpose is to
reuse this information for polyglot speech synthesis. The final goal
is to come up with a linguistic model which consists of the phonetic
and phonological processing components as well as prosody repre-
sentation. For the phonetic processing component, a global phoneme
set has been defined. The plan for the phonological processing com-
ponent is to come up with the following rules: general phonological
rules, language specific phonological rules and language pronuncia-
tion clusters. Language intonation template and pitch melody is go-
ing to be implemented in prosody control module. After obtaining
the phonetic and phonological models as well as the prosody con-
trol module, they will be combined as a linguistic model. The model
currently is implemented using MBROLA as a synthesiser to see the
feasibility applying such a model in an application and to investigate
the effects of different corpora.
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Multi-word Level Context Features:
towards Context Feature Improvement

Azniah Ismail and Suresh Manandhar 1

Abstract. Learning high precision bilingual lexicons is not an easy
task in an unsupervised setting especially when good quality bilin-
gual, comparable corpora are not available. In this paper, we draw
attention to the context features that are commonly used in learning
bilingual lexicons from corpora. Instead of using the conventional
single-word context features, we experiment with context features at
multi-word level. The method we proposed shows some potential in
recuperating the precision in the unsupervised setting. Additionally,
we share our experience in acquiring comparable corpora for a non-
related language pair.

1 INTRODUCTION

The fact that knowledge resources such as bilingual lexicons and par-
allel corpora are not usually freely available means that they might
become bottlenecks in many NLP problems. Although a high preci-
sion bilingual lexicon can be learned automatically, learning bilin-
gual lexicon from non-parallel, comparable corpora is proven more
challenging compared to using parallel corpora (see [7]).

As the corpora play a major role in determining the outcome, there
has been effort to automatically construct such resources (see [1] and
[9]). However, the major drawback is that such methods rely on other
knowledge resources such as a sufficient size of initial bilingual lex-
icon and NLP processing tools such as word alignment tools, POS-
taggers and lemmatizers. For a certain language pair, a huge initial
bilingual lexicon may not be available. Furthermore, most available
tools are in supervised mode and require labelled data such as the
tagged corpus. Again, scarce knowledge resources can be the prob-
lem. For this reason, we are determined to learn high precision bilin-
gual lexicon from non-parallel, comparable corpora without relying
on any existing knowledge resources, which includes the initial bilin-
gual lexicons and the parallel corpora.

A few studies have attempted to learn bilingual word pairs from
this direction. [8] described five different features that can be used
to extract the bilingual lexicon in such settings, namely identical
spelling, similar spelling, similar context, similar word relation-
ship and similar frequencies. [8] experimented the methods on the
German-English corpora of a fairly comparable domain. The only
notable results are attained using the first and second features with
up to 96% and 91% of accuracy respectively. On the other hand, the
first two features are very much limited to the orthographic feature
between the source and the target words. It is undeniable that major-
ity of word pairs cannot be collected this way.

[8] used just these two features to build an initial bilingual lex-
ion and attempt to expand its size with the similar context based

1 University of York, UK, email: {azniah,suresh}@cs.york.ac.uk

method. The attempt was not a huge success with only 39% accu-
racy is reported. Although the first and second features produce high
precision word pairs, the accuracy drops briskly because the third
feature relies heavily onto the size and coverage of the initial bilin-
gual lexicon. [3] adopted similar approach to obtain initial match-
ing pairs and used canonical correlation analysis to infer the most
confident bilingual word pairs among them. They recorded an im-
provement of 20% compared to [8]’s approach for the non-related
(German-English) language pair. It is important to note that both [8]
and [3] used large comparable German-English corpora for their ex-
periments.

Learning high precision bilingual lexicons from comparable cor-
pora with identical spelling in an unsupervised setting is a proven
success. However, the task of building high precision bilingual lex-
icons containing non-identical spelling word pairs especially in ex-
treme settings remains an interesting question. There is a need for a
bilingual lexicon extraction (BLE) method to learn such lexicons.

[6] reported that the outcomes can be improved by being selective
with the context features. Hence, it might be worthy to find a method
to derive a good set of context features. In this paper, we report an
on-going research for a method based on the similar context (also
known as the context feature approach), but extending the context
features to multi-word instead of using a single word per feature. We
called this method as multi-word level context features (MWCF) in
general.

2 RELATED WORK

In the standard context feature approach, the source word and the
target word are vectors with their dimensions are defined by single-
word context features comprising of unigrams that co-occur within a
certain window around the source or the target word, respectively. To
project the source and the target word vectors onto the same space,
the target dimensions are translated into the source language using
initial bilingual lexicons. The similarity between the source and the
target word can be computed automatically using measure such as
the cosine similarity metric. For a further description on BLE we
refer readers to [11].

The major drawback for the standard approach is the sensitivity
to the corpora and the initial bilingual lexicon. According to [6], the
outcomes can be affected for many reasons, which may include: (1)
context features being weak or sparse, (2) the most important context
features not occurring in the corpora, and (3) some context features
missing due to low occurrence. These are all related to the corpora
that are being used in these settings.

Based on our observation, other factors related to the initial bilin-
gual lexicon, which includes: (1) missing important features from
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the initial bilingual lexicons, (2) the lexicon entries being too gen-
eral, (3) the lexicon has low coverage, or (4) the lexicon contains
many ambiguous words that might probably makes single word fea-
tures to mislead, also causes sensitivity issues. Hence, both cor-
pora and bilingual lexicon might have significant effect to the out-
comes. For example, in the worst case scenario of English to Malay
translation, given the source word coach and and a vector of
< student, bag, team, door, white >, we do not know which
Malay word it corresponds to. The situation can be a lot worse if
the comparable corpora are not in similar domains. It may be equiv-
alent to the Malay word jurulatih (“a trainer or instructor”) or it may
be equivalent to the Malay word koc (“a type of transportation”). As
single word feature can be ambiguous, there might be other unex-
pected target word that also seems to share the features due to the
limited size and coverage of the initial bilingual lexicon. The ap-
proach we adopt attempts to overcome this problem. We generalize
the idea and introduce context features at the multi-word level. In
order to construct the multi-word features, we utilize the n-grams.

Solving BLE related problems using n-grams is not new. Some
properties of multi-word units to remain together in sequence that
makes n-gram method favorable, for example, the specialized termi-
nology like Lyme Disease and Carpal Tunnel Syndrome. BLE related
work includes [4] that learn bilingual collocations by finding similar
word chunks of n-grams and [12] that use various n-gram models to
generate translation units for the BLE. Apart from the n-grams, no
other similarity to our approach is found. [4] and [12] learn the n-
grams from parallel corpora. They use the n-grams to extract multi-
word correspondences. Context feature approach is not involved in
either of the work.

In our approach, n-grams are used only as windows to capture sets
of context words that co-occur together with the source or the tar-
get word. Thus the multi-word features derived are not necessarily
in the same sequence as in the n-grams. We use these features to
extract word-to-word correspondences for the non-related, English-
Malay language pair. As far as we know, no other BLE method for
the English-Malay language pair has been attempted in unsupervised
settings. However, our method is not restricted to other roman char-
acter based language pairs. It is important to mention that our work
follows the bag-of-word model such as [5] and [6], among others.
Other methods, especially that follow certain order or pattern, usu-
ally require POS-tagged corpus (see [10] and [2]). We do not allow
this in our setting.

3 LEARNING THE MULTI-WORD CONTEXT
FEATURES

In this section, we describe the multi-word features by using sample
texts shown in Figure 1. Given the source word is coach, the word
level n-grams that contain it are extracted from the texts. For exam-
ple, the first 4-grams derived from the first EN sentence is “Argentina
coach Diego Maradona”, followed by “coach Diego Maradona has”.

Each n-gram may contribute a multi-word feature candidate
of context words that co-occur with the word coach within
the n-gram window. For example, if the n-gram is
“Argentina coach Diego Maradona”, the multi-word feature is
< Argentina,Diego,Maradona >. Figure 2 shows the multi-
word feature lists for the source word coach and for its potential
translation equivalent in Malay, i.e. jurulatih. The n-gram frequen-
cies are obtained from very small comparable corpora.

We observed that when the source word occurs highly with the
multi-word feature, its corresponding word in the target language

may also occur highly with the multi-word feature correspondence.
We also observe that both may also share certain common multi-
word features (in this case, all words between a multi-word feature
pair are identical). For example, Argentina, diego, maradona is ob-
served in both sides. Such multi-word features can be used to map
the source word to its corresponding target word. However, word or-
der can be different between non-related language pairs. We there-
fore define the multi-word context feature as a multi-word unit that
contains a set of context words that co-occur together in an n-gram
window but the context words are not necessarily in certain order
(bag-of-word).

4 BLE METHOD USING MWCF APPROACH
Suppose that English is the source language and Malay is the target
language, the method includes:

4.1 Pre-processing
The corpora are cleaned by removing all html tags (if any).

4.2 Select the source and the target words
To get the source word list, we use sentence boundary detection and
tokenization on the pre-processed content before we filter out the
stop words. We sort words in the text according to their frequencies.
We take medium frequency words into the list (see subsection 5.1 for
details).

We repeat the same procedure to obtain the target word list. Both
lists may include any word type.

4.3 N-gram extraction
To learn the n-grams from the corpus, we make use of the sentence
boundary. We collect the n-grams, which 3 ≤ n ≤ 6 and that occur
more than once. We store the count value, which is defined as the
number of documents containing the n-grams divided by the total
number of documents. We repeat the process for the target words.

4.4 Multi-word feature extraction
For each source word, we store their unique n-grams. We remove the
source word from the n-grams and keep the remaining words (context
words) in a list as a multi-word feature unit for the source word. We
repeat the process for the target words.

4.5 Finding the translation pairs
To obtain the potential translation pairs, we find target word (WT )
that maximizes the similarity with the source word (WS).

tr(WS) = argmax sim(WS ,WT )

We use cosine measure to get the similarity values:

cos(θ) = A∗B
||A||∗||B||

where A and B are the elements in the vectors WS and WT re-
spectively, and A ∗B is the dot product of the two vectors.

The potential translation pairs are then sorted in the descending or-
der. For each English source word, we considered high ranked Malay
target words, for which the similarity values must not be below a
threshold t1.
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Figure 1. Sample of non-parallel English (EN) and Malay texts (MA) from comparable corpora. The EN contains the source word coach while the MA
contains the target word that equivalent to the source word, i.e. jurulatih. The block of lines on the first EN sentence showing some examples of 4-grams that

can be drawn from the sentence.

Figure 2. Examples of multi-word features for the source word coach and for the target word jurulatih
(a) derived from an English corpus, and (b) derived from a Malay corpus.

5 EXPERIMENTAL SETTING

5.1 Data

Although corpora play a major role in determining the outcome,
yet we have not much choice. Therefore, we built our own corpora
(CorporaWC ) by compiling the World Cup 2010 online news arti-
cles from June 11th, 2010 to July 11th, 2010.

This compilation was done automatically and involved several ma-
jor online newspaper in Malaysia such as Berita Harian, Utusan
Malaysia, The New Straits Times and The Stars. We also add news
articles from the FIFA official website. In order to capture the content
of the report, we took only texts in between < p > and < /p > tags
using regular expression. The raw English-Malay corpora are very
small, each contains 2,287 and 1,304 articles respectively.

In order to get the source word list, we use sentence boundary de-
tection and tokenization before we sort the corpus words. The raw
English corpus contains 27,642 unique English words. However, ac-
cording to [5], high frequency words tend to be noisy. Thus, we re-
move the first 25 words from the frequency list. We take only words
that occur more than 15 times in the corpus (i.e. about 1500 words).
From the list, we filter the stop words, remove words that occur in the
initial bilingual lexicon entries and also words of length less than 4.

We repeat the same procedure to obtain the target word list from the
raw Malay corpus. The Malay corpus contains 9,810 unique Malay
words.

5.2 Lexicons
• Initial billingual lexicon

Since the CorporaWC contains many identical names and places
for both languages such as Diego, Maradona and Argentina,
we take advantage of these bilingual word pairs. We follow the
methods in [7] to obtain the initial bilingual lexicon. However,
we only consider word pairs with identical spelling. For that, we
compile bilingual word pairs using string edit distance with the
zero distance. Each word must be longer than 4 characters.

• Evaluation lexicon
For the evaluation lexicon, we extract the English-Malay word
pairs from the Websters dictionary 2. If the English word has mul-
tiple Malay translations, only Malay translation correspondence
that occurs in the Malay corpus is considered.

2 http://www.websters-online-dictionary.org
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Method P0.10 P0.25 P0.33 P0.50 F1score

SWCFWC2 0.00 9.75 14.78 14.63 18.00

MWCFWC2 - - - - -

SWCFWeb 4.74 3.79 2.87 1.89 1.87

SWCFWeb,n−word 9.48 7.56 6.55 4.86 7.79

MWCFWeb,n−gram 33.00 28.57 20.00 20.00 28.57

Table 1. Performance of different methods.

5.3 Evaluation

In the experiments we considered the task of building Malay-English
lexicon of word-to-word correspondences. Since the data is small,
we are not being too ambitious. We evaluate the proposed lexicon
against the evaluation lexicon. The precision is given by the number
of correct translation pairs at a certain proportion of the proposed
lexicon. We follow [3] that defines the recall as the proportion of
the proposed lexicon divided by its full size. We also used the F1
measure to compare the performance among the methods:

F1 = 2∗P∗R
P+R

Here, P and R are the precision and recall values, respectively.

5.4 Baseline method

For comparison purposes, we implement the standard approach
(which, in general, we name it as the single-word level context
features approach or SWCF ) in a similar setting. The single-word
features are collected from context words that co-occur with the
source word in the source corpus (or target word in the target corpus)
within a window of a sentence.

6 EXPERIMENT RESULTS

In this section, we report the experiment results. Table 1 shows the
F1 scores and various precisions px at recall values x for the meth-
ods that we used.

6.1 Single vs multi-word feature approach

We attempt to learn bilingual lexicons from the CorporaWC us-
ing the standard approach. We labelled the approach as SWCFWC .
Unfortunately, this method has poor performance. It seems that
CorporaWC have low reliability between the corpus. Thus,
we deliberately filter the corpora, into CorporaWC2, and re-
implement the standard approach for the second attempt (labeled as
SWCFWC2). We use date and document length similarity features
for the filteration.

With CorporaWC2, the SWCF performance improves to about
18% of F1 score. We use SWFWC2 as our baseline method.
The CorporaWC2 replace the CorporaWC in the experiments for
multi-word feature. However, poor results has been recorded with the
n-gram based multi-word feature approach (MWCFWC2,n−gram).

6.2 Incorporating data from the web
Since the data is too small and the MWCFWC2,n−gram approach
aggravates the data sparse problem, we incorporate data from the
web. Each existing feature unit in the source language accompanied
by its source word may contribute as a query to the search engine. In
the SWCF approach we look for sentences that contain the source
word from the returned documents. Again, we collect context words
occurring around the source word within a sentence adding to the
existing context features. We repeat the process for the target. With
this new added data, the performance of the SWCF approach (now
labeled as SWCFWeb) has deteriorated with less than 2% F1 is
recorded.

Meanwhile, for the MWCF approach using the web data
(MWCFWeb,n−gram), we use each multi-word feature unit accom-
panied by its source word as a query. We derive n-grams containing
any source word from the matched document. From these n-grams
we extract and add the multi-word features to the existing features
for that particular source word. Note that each of context words in
the features must be part of the initial bilingual lexicon entries. We
use similar queries to obtain documents in the target language, ex-
cept that the source word is replaced with each target word from
the target word list, one at a time. We repeat the multi-word fea-
ture extraction but this time we also obtain Malay words that have
potential to become the correspondence of the source word. The
MWCFWeb,n−gram achieves almost 30% of F1.

6.3 N-word feature
For fair comparison to the single-word context feature approach, we
also implement a method of n-word feature approach. We use sim-
ilar single-word feature setting, except that more than one (bag-of-
word) context words are extracted to build every single feature unit.
Thus, the approach (SWCFWeb,n−word) is at multi-word level with
larger, relaxed context window. The results improve slightly by al-
most 6% of F1 score when SWCFWeb,n−word, with a combination
of 2 and 3 word, is used instead of just a single word (SWCFWeb).

6.4 Top 1 based evaluation
Table 2 presents some examples of translation pairs proposed by
MWCFWeb,n−gram. We observed that the proposed lexicon sug-
gests more than one target word for each source word. Precision
score could actually be improved further if only one candidate (the
Top 1) is proposed for the source word. With Top 1, the final pre-
cision for MWCFWeb,n−gram at 50% recall is significantly im-
proved from 20.00% to 43.56%. However, the approach does not
work well with SWCFWC2, where the precision at 50% recall drops
from 14.63% to 7.14%.
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English Malay Sim score Correct?
former presiden 0.1294 No

president presiden 0.1216 Yes
playmaker presiden 0.0958 No

believes pengurus 0.0540 No
coach jurulatih 0.0318 Yes
league pemain 0.0250 No
former pemain 0.0250 No
coach pengurus 0.0242 No

president liga 0.0236 No
striker penyerang 0.0214 Yes

Table 2. Some examples of translation pairs proposed by
MWCFWeb,n−gram ranked by similarity scores.

7 DISCUSSION
7.1 The potential of multi-word context features
Our experiments clearly demonstrate that multi-word context fea-
ture method achieves higher F1. We also experimented with multi-
word in SWCF setting (MWCFWeb,n−word) to make a fair com-
parison in very similar setting.MWCFWeb,n−word achieves higher
F1 score compared to SWCFWeb.

7.2 Determining the window of the n-grams
Effect of window size of is listed in Table 3. It seems that the pre-
cision is improved with larger n-gram size. However, the number
of such features is very limited. Hence, larger windows of the n-
grams are good discriminators but sparse. In addition, we observed
that major part of the few articles found in the web for n-grams with
larger window are actually the articles that we downloaded to the
CorporaWC previously. Therefore, the reliability of the documents
is very important.

Method P0.50

MWCFWeb,3−gram 33.33
MWCFWeb,4−gram 100.00
MWCFWeb,5−gram 100.00

Table 3. Effects on precision score at 50% recall for
MWCFWeb,n−gram (with Top 1 evaluation) in different n-gram

windows.

7.3 Web data alleviates data sparsity problem
By incorporating data from the web into our MWCF methods,
the data sparsity has been relieved. Whilst, the single-word context
feature based approach seems to add more noise to the existing data
with this approach.

The multi-word level context features have more potential than
single-word level context features. Taking more than one word for
consideration might alleviate the ambiguity of each feature. The ap-
proach requires massive data but incorporating data from the web has
in fact relieved the data sparsity and making this approach possible.

The overall outcome is still not so impressive but it could be im-
proved further. From our observation, not the entire multi-word level

context features are highly relevant to the source word (or target
word, respectively). We could consider a feature verification model
which allow only highly recognized features to be considered as the
multi-word level features. However, the major drawback of the multi-
word context feature approach is the fact that a majority of the fea-
tures does not occur with the target words in the web although the
web offers a huge Malay corpus.

8 CONCLUSION
We have developed an unsupervised bilingual lexicon extraction
method to improve the precision score in extreme setting. Resolving
some issues like context features is useful to improve the precision
of the extracted bilingual lexicons. In this paper, we demonstrate that
the use of context features at multi-word level achieves higher pre-
cision compared to single-word context feature approach. Moreover,
incorporating data from the web has helped to make this technique
possible. Nonetheless, using n-grams keeps the technique simple.
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Using Multilingual Corpora to Extract Semantic
Information

Ahmad R. Shahid and Dimitar Kazakov 1

Abstract. This paper presents a technique to build a lexical resource
used for annotation of parallel corpora where the tags can be seen as
multilingual ‘synsets’. The approach can be extended to add relation-
ships between these synsets that are akin to WordNet relationships
of synonymy and hypernymy. The paper also discusses how the re-
sults can be evaluated. The reported results are for English, German,
French, and Greek using the Europarl parallel corpus.

1 INTRODUCTION
The aim of this work is to build a WordNet-like resource which can
be used for Word Sense Disambiguation (WSD) and other such tasks
where semantics of words and phrases is the main objective. The
multilingual aspect of the approach helps in reducing the ambigu-
ity inherent in any words/phrases in the pivotal language, which is
English in the case shown here.

In order to create such a resource we used proceedings from the
European Parliament (Europarl)2. Four languages were selected with
English as the pivotal language in addition to German, French and
Greek.

The paragraph-aligned bilingual corpora were fed into a word-
alignment tool, GIZA++, to obtain the pair-wise alignments of words
in each language with English. These pair-wise aligned words were
later merged into phrases where one word in one language was
aligned with one or more than one word in the other language, to
create minimal closures spanning words from all four languages
(see Figure 1) according to the following principle: If each pair of
word-aligned corpora is seen as a bipartite graph, consider the graph
formed by the union of all (four) such bipartite graphs. Then, for
each word in the pivotal language, find the largest connected graph
that includes that word and spans all four languages. Using English
as the pivotal language, these were combined into 4-tuples, effec-
tively resulting in a database of multilingual synsets, in total more
than 500,000 unique synsets. The index numbers were later assigned
as sense tags to the original English corpus, essentially forming the
disambiguation task. The sense tagged corpus needs to be avaluated
to ascertain the veracity of the hypothesis that other languages help in
disambiguating the senses of a word in the pivotal language by nar-
rowing down its senses. The results of evaluation could determine if
the proto-synsets need further refinement by merging the ones that
are syntactically and/or semantically related.

Refining the proto-synsets is not trivial and requires auxiliary in-
formation. For the said purpose edit distances have been measured
between every two synsets that share the same English word/phrase.
The edit distances contain syntactic and semantic information that

1 University of York, UK, email: {ahmad,kazakov}@cs.york.ac.uk
2 http://www.statmt.org/europarl/

needs to be extracted if it is to be used for refinement. Synonymy re-
lationships between different English phrases, based on their context,
could also help in merging the proto-synsets. The English corpus has
also been POS-tagged using the Brill Tagger. All these are tools that
could be used to further the goal of refinement, and are goals for
future development and research.

2 RELATED WORK
WSD has attracted the attention of the research community for long.
It is a tricky issue and needs resources that define the semantic rela-
tionships between words. In the last twenty five years various re-
search activities have been undertaken to build large repositories
that combined the description of semantic concepts with their rela-
tionships. Two efforts worth mentioning here are the Cycorp Cyc
project [16] and the lexical semantic database WordNet [19]. Both
approaches use a number of predicates to define relationships be-
tween concepts, such as “concept A is an instance of concept B” or
“concept A is a specific case of concept B.” WordNet also defined
the notion of synsets, which defines a semantic concept through all
relevant synonyms, e.g., {mercury, quicksilver, Hg}.

The original version of the WordNet covered only the English lan-
guage but the effort has been replicated for other languages as well
[24]. Yet all these efforts have been handcrafted, rather than automat-
ically generated and are monolingual in nature. Even though they are
highly comprehensive, they require a major, sustained effort to main-
tain and update.

[9] used word alignment in an unsuperised manner to create
pseudo-translations which were used for sense tagging of the par-
allel corpora. They used WordNet as the sense inventory of English.
Firstly they aligned each French word with one or more words in
English in each sentence. Then to create synsets they looked at the
alignment of each French word with all corresponding translations
in English in the whole corpus. In order to narrow down the number
of combinations they used WordNet to identify nominal compounds,
such as honey bee and queen bee. WordNet was also used to man-
ually assign sense tags to words in the subset of the corpus used for
evaluation. They found the performance of their approach compara-
ble with other unsupervised approaches.

Interest in the use of parallel corpora for unsupervised WSD has
grown recently [12, 15]. In both cases, the use of multilingual synsets
is discussed together with various ways of reducing their number.

3 MULTILINGUAL SYNSETS
Creating multilingual synsets is at the core of this project. Naturally
emanating from word alignment in parallel corpora, they make a cru-
cial link between semantics in the original bilingual corpora and the
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development of a WordNet like resource, rich in semantics and se-
mantic relations between words and phrases.

The concept is simple. A synset, as the name suggests, is a set of
synonyms. In the context of this paper, it is the aligned words-phrases
in the parallel corpora, put together in the form of 4-tuples.

Figure 1. Examples of Synsets.

Figure 1 gives a few examples of the synsets. As can be seen many
synsets are phrases rather than words. In the example one synset is
comprised of four words “shall do so gladly”.

Multilingual synsets help in disambiguating the senses of a word.
Translating the English word ‘bank’ with the French ‘banque’ sug-
gests two possible meanings: a financial institution or a collection
of a particular kind (e.g., a blood bank), as these words share both
meanings, but eliminating the English meaning of a ‘river bank’. In-
creasing the number of languages could gradually remove all ambi-
guity, as in the case of {EN: bank, FR: banque, NL: bank}. Insofar
these lists of words specify a single semantic concept, they can be
seen as WordNet-like synsets that makes use of words of several lan-
guages, rather than just one. The greater the number of translations
in this multilingual WordNet, the clearer the meaning, yet, one might
object, the fewer the number of such polyglots, who could benefit
from such translations. However, these multilingual synsets can also
be useful in a monolingual context, as unique indices that distinguish
the individual meanings of a word.

When annotating parallel corpora with lexical semantics, the mul-
tilingual synsets become the sense tags and the parallel corpora are
tagged with corresponding tags in a single unsupervised process. The
idea is as simple as it is elegant: assuming we have a word-aligned
parallel corpus with n languages, annotate each word with a lexical
semantic tag consisting of the n-tuple of aligned words. As a result,
all occurrences of a given word in the text for language L are con-
sidered as having the same sense, provided they correspond to (are
tagged with) the same multilingual synset.

Two great advantages of this scheme are that it is completely un-
supervised, and the fact that, unlike manually tagged corpora using
WordNet, all words in the corpus are guaranteed to have a corre-
sponding multilingual synset.

4 SYNSET GENERATION AND WSD

In order to generate the synsets we needed the word-aligned cor-
pora. The Europarl corpus was taken. It was pre-processed, which in-
cluded among other steps, tokenization of text, lowercasing, removal
of empty lines and the removal of XML-tags. After pre-processing a
paragraph aligned parallel corpus was obtained. English corpus was
used as the pivotal one. All these were fed to GIZA++3, a standard
and freely available tool for word alignment. For alignment, pair-
wise corpora were fed into GIZA++ (German with English, French

3 http://fjoch.com/GIZA++.html

with English, and Greek with English). Thus the output of GIZA++
were pair-wise aligned parallel corpora with markings indicating
which words in the target language aligned with which words in En-
glish. It might be the case that one word in one language aligns with
more than one words in another or it aligns with nothing. Only the
aligned words were of any use while generating synsets from the
aligned corpora.

For actual synset generation from the aligned corpora we designed
our own algorithm, which links two or more words in one language
together if they align with the same word in another language. The
process had to be carried out simultaneously for all the four lan-
guages, so as no useful information is lost.

The algorithm links the words of the pivotal language (PL) into
phrases and maps all words of the non-pivotal languages to one
of these phrases. The array a[1..N] serves to store in the field a[i]
the number of the phrase to which word i in the pivotal language
belongs. Initially, all PL words are assumed to belong to different
phrases (i.e., they form a phrase on their own). Two or more PL words
a[j], ...a[j+ k] are placed in the same group if there is a word in an-
other language, which is aligned with all of them. This information
is stored by assigning the same phrase number to a[j], ..., a[j + k].
The array t is used to store information about the word alignment be-
tween each non-PL and the PL. The assignment t[l,i]:= k represents
the fact that the i-th word in non-PL l was aligned with the k-th word
in the PL.

Subsequently, each synset is spelt out by producing a phrase in
the pivotal language (consisting of one or more PL words with the
same phrase number) and extracting for each non-PL language all
the words that point to a PL word in that group: this final step is
straightforward, and due to space limitations is not shown in Table 1.

Data Structures:

int N % number of words in the PL
int M % number of non-PLs
int array a[1..N] int array t[1..N,1..M]

Initialize:

for i=1 to N do a[i] := i

Form phrases:

for l=1 to M
| L := number of words in lang.l
| for i=1 to L
| | if word i in lang.l is aligned
| | with word j in the PL
| | then t[l,i] := j
| | elseif word i in lang.l is aligned
| | with words j,j+1,j+k in the PL
| | then
| | t[l,i] :=j
| | for z=1 to k do
|__|___a[j+z] := a[j]

Table 1. Synset Generation Algorithm.

The WSD task was later performed by assigning indices to the
synsets that would indicate common entries. Thus any two synsets
with exactly the same words/phrases in all the four languages got
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the same indices. This information was later used to sense tag the
original English corpus. Thus each phrase in the corpus was replaced
by index number of the synset at that position in the corpus. This
sense tagged corpus is rich in semantic information, which needs to
be evaluated.

Part of Speech (POS) is an extra bit of useful information that can
be used for WSD [3, 14]. POS tags of the neighbors of the target
word help in narrowing down the meanings of the word. We used
Brill Tagger [2] to assign POS tags to individual words in the English
phrases in the synsets.

The approach described here produces a large number of what
we would call ’proto-synsets’ - for a corpus of more than 1.8 mil-
lion words, there are more than 1.5 million such synsets, yet a little
more than 500,000 are unique, by virtue of their bearing different
words/phrases in all the four languages. Their number can be reduced
and their composition—brought closer to what one would expect to
see in a hand-crafted dictionary in the following two ways: firstly,
through the identification and merger of proto-synsets only varying
in word forms corresponding to the same lexical entry (e.g., flight-X-
Y-Z, flights-X-Y-Z); secondly, through the merger of proto-synsets in
which the differences are limited to words that are synonyms in the
given language (e.g., car-auto-automobile vs car-auto-voiture). These
two approaches are addressed in the following two sections.

5 EDIT DISTANCES

For the purposes of refinement, merging of synsets based on their
syntax and semantics is the crucial bit. Morphemes could be both in-
flectional and derivational. In inflectional morphemes the meaning is
not changed. Hence both dog and dogs have the same meaning and
dogs is an inflection of dog. In derivational morphemes, however,
the meaning might change. Thus unhappy is derived from happy, yet
they are antonyms of each other. Both inflectional and derivational
morphemes could be reflected in edit distance measures, which hide
a lot of useful information. Yet, due to their lack of clear distinction
between inflectional and derivational morphemes, can only be used
as auxiliary information along with POS tags and synonymy rela-
tionships.

While edit distances, specially small distances, could be a good
guide to differentiating the syntactic from the semantic. For deriva-
tional morphology, since semantics if important, synonymy detection
would be a better tool to refine the proto-synsets, which is discussed
in the next section.

Edit distance measures the minimum number of edit steps required
to convert one string into another [11],[13],[17]. The only three oper-
ations allowed are insertion of a character from the first string, dele-
tion of a character from the first string, or substitution/replacement
of a character in the first string with a character in the second string.
Thus dogs has an edit distance of 1 with dog, since only a deletion
of ‘s’ would suffice for conversion. There might be more then one
ways to conversion, hence the minimum edit distance is a more use-
ful measure.

We divided the synsets into two groups. The first group contained
all the synsets with frequency one, based on the English phrase. The
other group contained synsets which have frequency more than one,
based on their English phrase. Pair-wise edit distances were mea-
sured between every two synsets that shared the English phrase. This
information would be used in future to determine which two synsets
should be merged.

6 SYNONYMY DETECTION

Synonymy is a relationship between words which makes them inter-
substitutable. Yet [7] says that “natural languages abhor absolute syn-
onyms just as nature abhors a vacuum.” Absolute synonymy is rare
and restricted mostly to technical terms [10]. Near-synonyms are of
greater significance and are very similar but not completely inter-
substitutable or identical.

According to [23] a common approach to synonymy detection
is distributional similarity. Thus synonymous words share common
contexts, and thus they could be inter-substituted without changing
the context. They showed that use of multilingual resources for ex-
traction of synonyms had higher precision and recall as compared to
the monolingual resources.

Turney [22] used PMI-IR (Pointwise Mutual Information and In-
formation Retrieval) to determine the synonymy between two words.
The algorithm maximizes Pointwise Mutual Information [6, 5],
which in turn is based on co-occurrence [18].

We can use the above ideas to detect synonymy between the
words/phrases for a given language, then merge the multilingual
proto-synsets that only vary in this respect. Similarly, we can apply
similarity measures to 4-tuples, e.g., if the words/phrases in all but
one langugage are the same, or a number of alternatives for some lan-
guages appear together in several permutations, e.g., car-auto-auto,
car-auto-voiture, automobile-auto-auto, automobile-auto-voiture, we
can consider them as synonyms.

7 EVALUATION

Evaluation of the results need to be carried out and some pre-
processing steps have been accomplished, like preparing the data for
evaluation, and creating clusters. Yet the clusters need to be com-
pared. Yet ascertaining the veracity of the claim that cues from other
languages help in disambiguating the pivotal language, is not a trivial
task.

Due to lack of a gold standard and other benchmarks for this study,
we had to define our own gold standard, with which our own results
could be compared. Thus the original corpus tagged with chapter
tags, considered to be classes, and speaker tags corresponding to in-
dividual documents, can be considered as the gold standard. The Eu-
roparl parallel corpus, available in many European languages, detail
the European parliamentary proceedings. The translations of the Eu-
roparl proceedings demonstrate a great level of consensus among the
human annotators.

In order to evaluate the results we have clustered documents in the
original English corpus without the sense tags and with the sense tags
as explained above. The next step is to determine if assigning sense
tags to the English corpus using the proto-synsets improve clustering
in any way over the clusters produced by the corpus without the sense
tags. Thus the clusters formed in each case need to be compared with
the gold standard classes and each cluster needs to be paired with the
class that shares the most number of documents with it.

Standard measures of detecting the goodness of clusters can be
employed to see if after WSD the new clusters have more in com-
mon with the classes. [1] have compared clusters obtained from the
English, Bulgarian parallel corpora. Their results show that smaller
number of clusters provide better mapping between clusters of the
two languages, with a high degree of purity. With 10 clusters, they
obtained 100% mapping.

Different measures could be adopted to ascertain the goodness of
the clusters. One such measure is the Davies-Bouldin Index (DBI)
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[8]. DBI takes into account both the intra-cluster and inter-clusters
distances to ascertain the quality of clusters produced. The intra-
cluster distances can be measured using distances between individual
documents and the cluster centroid, defined in (1), where Qk is the
cluster k, xi ∈ Qk, ck is the center of the cluster, k ≤ K and Nk is
the number of documents in the cluster.

dcentroid(Qk) =

∑
i
‖ xi − ck ‖
Nk

(1)

For inter-cluster distances is basically the distance between the
centroids of the two clusters, for which it is being measured, defined
in (2), where ck is the centroid of the cluster Qk and cl is the centroid
of the cluster Ql.

dbetween =‖ ck − cl ‖ (2)

Thus DBI is defined as:

DBI =
1

K

K∑

k=1

maxl6=k{dcentroid(Qk) + dcentroid(Ql)

dbetween(Qk, Ql)
} (3)

The aim is to minimize the DBI, which essentially means reducing
the intra-cluster distances and increasing the inter-cluster distances.
This is an internal criterion for measuring the quality of clusters and
might not yield effective results in an application.

Other measures that could be employed are Purity, Precision, Re-
call and F-score. They can be used for comparing the results of clus-
tering with the gold standard, an external measure. Purity, defined in
(4), indicates how many of the documents in a cluster are correctly
assigned a class, where K is the set of clusters, C is the set of classes,
N is the number of documents, Wk is a particular cluster and Cj is
a particular class and |wk ∩ cj | denotes the number of documents in
cluster k that belong to a certain class. It is measured as a sum of
individual cluster purities.

purity(K,C) =
1

N

∑

k

max
j

|wk ∩ cj | (4)

Precision, defined in (5), defines the fraction of documents in the
cluster C, which is also in the class L.

precision(C,L) =
|C ∩ L|
|C| , C ∈ CALL, L ∈ LALL (5)

Recall, defined in (6), is the fraction of the documents in class L
that is also in cluster C.

Recall(C,L) =
|C ∩ L|
|L| , C ∈ CALL, L ∈ LALL (6)

F-Score [20], [21], [4] defined in (7), combine both Precision and
Recall with equal weight to each.

F − Score(C,L) =
2 ∗ Precision(C,L) ∗Recall(C,L)

Precision(C,L) +Recall(C,L)
(7)

8 CONCLUSION
The value of this approach is in its use of unsupervised techniques
that do not require an annotated corpus. In this way, all words are
guaranteed to be tagged with a synset, which is not often the case

with other approaches. This has been done on a large dataset with
more than 1.8 million words. WSD of such a large corpus is valuable
even if the additional benefits of the lexical resource produced are
not considered.
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